Notes from the COE Architectural Oversight Group (AOG) Meeting, 1 February 2002
1.
Mr. Rob Walker (COE PM) opened the meeting with a brief statement about the 31 January 2002 meeting of the CRCB.  The CRCB agreed – in general – to his proposal about moving away from a 6-month COE release cycle toward a more customer-driven schedule.  However, the CRCB membership did express some concern about the lack of published date for interim / beta / engineering drops.  This process will be formalized such that specific dates can be negotiated for specific products; the mechanics of this process are to be worked out the next AOG meeting on 1 March.
2.
Ms. Julie Mintz (COE Production Engineering) briefed COE Production Engineering status; briefing highlights follow:


a.
Unified Build
· UB 3.0.2.5P13, JMTK 1.0.0.10P13
· Delivered 1 February 2002

· UB 3.0.2.5P14
· Content list still under discussion.  Candidates include AA fixes, GCCS-M sponsored TDBM/troubleshooting changes
· Schedule will be announced once content is defined

b.
Kernel Patch 4.2.0.0P7
· Kernel Patch Segment, Developer’s Toolkit and NIS+ Admin Tool
· Initial beta made available on JPL community ftp site on 18 January; unfortunately, this beta “broke” ICSF…
· Second beta planned for mid-February
· Final delivery and content TBD, based on Tiger Team direction

c.
Ongoing Activities
· I&RTS 4.2
· Undergoing final Engineering Office review prior to community release
· Windows Segmentation CBT
· Beta version distributed 1 February to AOG members for feedback
· Contrary to the instructions provided on the CBT CD, users are requested to please e-mail comments on the CBT to Mr. Zeke Salter (instead of the developer, SAIC).  Mr. Salter’s e-mail address is:  salterz@ncr.disa.mil 

d.
Upcoming Events
· COE Developers’ Technical Exchange still tentatively scheduled for 14-16 May 2002 in Northern Virginia 
· First two days are technical presentations, with the third day set aside for technology day with vendor discussion panels, demos, etc.
· Exact location not yet determined.
· COE Release 4.6 – “Floating” Release Date
· CRCB approved move of date from 5 April to a date after the Tiger Team effort is completed (probably mid-May 2002)

· Software will continue to be delivered, approved, and released as a part of 4.5
· 4.6 content and dates will be briefed once Tiger Team work gets closer to completion

e.
COTS Licensing Issues
· Paper documenting COE Engineering position provided to AOG reps at February AOG
· COE component segments separated into three groups:
· Those that can be installed without “review”
· GOTS, abbreviated segments, freeware without use restrictions
· Those that require “review” before installation
· Enterprise license, freeware with use restrictions
· Those that require a purchased license before installation
· Draft spreadsheet provided
· Information will continue to be reviewed and updated
· Delivery documentation requirements will be modified to ensure that the information needed to fill in the spreadsheet is provided
· Segments will be reviewed to ensure they match their delivery information
3.
Mr. Wayne Duke (representing Navy) presented an update of the COE 4.5 Tiger Team effort; briefing highlights follow:

a.
Tiger Team Objectives
· To get the COE 4.5 baseline to a point were systems can start their formal integration, certification, operational test, and fielding process
· Success criteria:
· Close all pri-1/2 GSPRs
· Full 3.X functional equivalency and all new functionality properly working
· All stability, reliability, and performance issues addressed
· Solaris-8 and W2K will be targeted baselines
· HP and NT will be delivered after Tiger Team completion based on recompilation of above baselines
· As a reminder:  APIs will not be modified!

b.
Approach
· The initial emphasis is on establishing a “baseline” of known issues, then addressing problems starting with pri-1/2 GSPRs (problem reports).
· Priority-3 and below problems are being worked when in the “area” and will continue to be worked after higher priority items completed
· Addressing all the Pri-1/2 GSPRs doesn’t necessarily mean we have a useable/fieldable system
· We need to address stability, reliability, and performance issues in a system level environment with operational segments loaded/in use.
· We view the Pri-1/2 GSPRs as the “fog” that may be masking bigger problems.  (That is, many reliability and performance issues can’t be addressed until the priority 1 and 2 software problems are fixed.)
· The TT approach in addressing performance and reliability concerns are:
· First we work to close the high priority problem reports in order to effectively evaluate the core baseline
· Second, through a series of system level stress test events we identify potential stability, reliability, and performance issues
· We deal with identified issues until they are resolved

c.
COE Tiger Team February 2002 Schedule
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d.
COE Tiger Team March 2002 Schedule
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e.
Activities to Date
· Imported all open software problem reports to COE-M CM database

· Complete QA of database to establish a “baseline” of valid problems

· Updates passed back to DISA CM
· Reviewed all Open Pri-1/2’s against the “COE foundation” and started establishing worklists for the weekly Tiger Team (TT) builds

· 37 priority-1s, 124 priority-2s validated closed as of 24 Jan (doesn’t include items fixed in TT Drop 3 on the 24th of January)
· Four TT drops of ICSF and 3 of XIS have been delivered to date

· XIS progress hindered due contractual problems
· Working with JPL via telcon to discuss/work kernel related issues and will have them on-site later this month

· Coordinating with COE Eng regarding high pri items outside ICSF/ XIS/Kernel

· TT POA&M developed to include required test events

· JMS/JMU/JMA integration
· Kernel/DAC/Security issues (DAC=Discretionary Access Control)
· ICSF alerts vs Army/COE alerts vs GCCS alerts vs Navy alerts
· ICONs vs Menu bars organization
· Online docs vs Online help organization
· Developing test objectives for Stress Test -1 (15-19 Feb)

· Emphasis on characterizing the COE Foundation Components
· Ability to function reliably under varying track loads
· Looking at CPU/memory utilization, stability, and performance
· Will use Tadil-A/B, CST, and TIBS to aid in loading system
· Stress Test –2/3 will add increase segment loading to the environment

f.
Software Metrics Grouping
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g.
Metrics Data
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h.
Operational Advisory Group
· There will be one OAG in March vice the two originally planned

· Will be divided into an operational/track management and systems administration phases

· More info will be promulgated as soon as plans are firm

· Participation will be extremely limited

Note:  This is not a “common look & feel demo”; it is very operationally-oriented, and space is extremely tight.  Mr. Ray Dolgert (Mitre support to GCCS-A) may participate for Army.

4.
Dr. Chuck Lynch (DISA, Network Services Directorate) provided a brief overview of IPv6; briefing highlights follow:


a.
Why IPv6?
· IPv4 Address Space
· Shortage
· Most of the Available Address Space is Allocated
· Future Internet-Rich Nations Connecting
· New Devices
· New Applications
· VOIP
· Video
· Cellulars/Phones
· Industrial Devices
· NAT is a poor solution (Note:  NAT is a very popular solution; it entails not assigning a worldwide unique address to every user's machine, but rather to assign them "private" addresses, and hide several machines behind one official, globally-unique address.  NAT has some problems though, as the machines hidden behind the global address can't be addressed, and as a result of this, opening connections to them ‑ which are used in peer-to-peer networking, etc. ‑ is not possible.
· Breaks Internet Model
· Security Problems
· Connection State Maintenance
· Routing Problems
· Application Incompatibility
· IPv6 Features
· Address Space (128 bits)
· Auto-configuration and Mobility
· QOS
· Protocol Functionality - Multicast and Multimedia
· Security - Mandatory IPSec
· Unlimited Protocol Extensions
· Tag Switching (Multiprotocol Label Switching)
· Huge Packets

b.
Drivers
· No Current DOD Mandate
· International Use / Connectivity  (Note:  The world community is moving to IPv6; we need to move only when we attach to others who have moved and who aren’t running dual stacks.)
· Need for IPv6 Only Resources
· Collaboration
· IPv6 Only Applications
· Feature Set Need

c.
Transition
· SIT – Simple Internet Transition
· Dual Stack Configurations (5-10 Years; until we go native IPv6)
· DNS (i.e., the long pole in the tent)
· Operating Systems (Now)
· Windows 2000, XP are IPv6-capable
· Unix - Solaris 8 is IPv6-capable
· The latest versions of Linux are IPv6-capable
· Applications (Soon)
· Networks (2 - 3 Years)
· Internetworks (3 – 5 Years)

d.
Transition Scope
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Note:  The recommended platform for running DNS with IPv6 is BIND 8.2.2-P5.  Although previous BIND versions (starting with 4.9.4) could be used as well, BIND 8.2.2-P5 is preferred because of security reasons.  Also, IPv6 will eventually make extensive use of dynamic updates, and other recent enhancements to the DNS protocol; those are supported in BIND 8.*
Discussion:  There is no intent to run IPv6 in the core yet.  In approximately 5 years, the core and the distribution will run dual stacks; that will begin a 5-year transition period.  During that time, new routers and security devices will be installed, firewalls upgraded, etc.  It will be at least another year before ASIC chips are available for store and forward.  (Hardware-based load balancers, typically running on a switch, employ an Application Specific Integrated Circuit (ASIC) chip to perform the basic IP functions associated with load balancers.  ASICs are chips with the software for a specific function hard-wired into the circuitry, rather than a chip with a general instruction set, such as a Pentium.)
AOG Tasker:  The new Systems Management Services TWG (a merging of the System Administration and Network Management Services TWGs), in conjunction with the Communications TWG, will become involved with IPv6 issues and determine what programs are currently assessing or planning to implement the technology.  Longer IP addresses will impact GUIs that display them, etc.

e.
Issues
· DNS Quad A Records (Note:  RFC1886 defines the changes that need to be made to DNS to support IPv6.  The changes include a new resource record type, the AAAA (Quad A) record.  Currently, AAAA record is used in order to store an IPv6 addresses because the extensions are designed to be compatible with existing DNS implementations.)

· Security / Firewalls / Filtering
· Tunneling
· Application Development (Note:  Per Dr. Lynch, there is no reason to change applications in the near term, except for coalition partner interfaces.)
· TCP/IP Not Necessarily Transparent
· Networking
· Tunneling
· Protocols
· IGP (interior gateway protocol)
· BGP (border gateway protocol)

f.
Next Steps
· Finalize DOD Policy (OSD) (Note:  There is 2/13 policy review meeting scheduled; the final DoD policy will mandate what not to do; it will not mandate IPv6!)
· Acquire DOD/US IPv6 Address Space (DISA)
· Working With IANA / Dept of Commerce (US Gov’t address space is needed, not just DoD.  Currently, DoD owns 14% of IPv4 address space; the goal is to maintain or increase that percentage.)
· Build DISA/NEAF (Network Engineering Assessment Facility) Test Bed
· ipv6.iern.disa.mil (Note: As of the writing of these AOG minutes, this URL was not operational.)
· Develop IPv6 Transition Strategy (DISA)
5.
Mr. Rob Walker presented a briefing entitled “Market-Driven Data Management Strategy”; briefing highlights follow.  OSD desires a transformation from DoD’s current platform-centric systems to a network-centric approach (i.e., GIG).  In the future, the lines between systems and the network will be blurred.  The picture will include tactical and comms-disadvantaged users.


a.
The Problem
· With the advent of the GIG (Global Information Grid), we face a plethora of data available that needs to be turned into relevant information for the warfighter.

b.
Market-Driven Approach
· Marketplace
· Organized “Information Space” for discovering, vending, and consuming products or services and monitoring data interchange activity
· Low barriers to entry
· Minimum Bureaucracy to enable Market Visibility & Accessibility
· Traders’ roles:
· Producers, consumers, developers, info resource managers …
· Community of Interest (COI)-based trade
· For DoD Market segmentation
· Build-time Marketplace
· Facilitates development converging on common components, improving interoperability
· Run-time Marketplace
· Allows “Info Trading Partners” to discover and share data/services across networks to meet Warrior needs

c.
Build-Time Market - DoD’s Data Emporium (http://diides.ncr.disa.mil/shade ) (Note:  Per Mr. Walker, as of the beginning of February 2002, the COE XML Registry became the DoD XML Registry.)
· “One Stop” Publish & Subscribe for Defense Metadata
· Data Component Registration
· COI Creation & Management
· Jan 01 Version
· Public Access via WWW plus
· Password protected instance
· SIPRNET instance shortly
· Next Version
· Subscription Service
· Better Metrics
· Goal
· Visibility and re-use, not standardization through mandate!

d.
Build-Time Market Activity – Customer Service Transactions
· ’01 Emporium “hits” = approx 24K (100/day)
· XML Registry = 50-plus/day
· Other Emporium pages = approx 50/day
· Re-use of XML
· Army Intelligence Data Integration
· GCCS-I3 XML Target Folders
· Time Critical Targeting to use of Wx and GMI XML
· AFATDS, FBCB2, AMDWS, GCCS- A, ASAS, IMETS, CSSCS, ISYSCON, DTSS, MCS, TAIS using GOP XML
· Database Segment Re-use
· GMIDB for I3 data replication
· Clearinghouse Function
· 25 - 30 Q&A transactions/mo
· Initial Convergence Task Force
· Logistics/DFAS lead:  Alcon to agree on “Postal Address”

e.
Emporium Development Plan
· Emporium development plan is to progressively add more metadata “galleries” from various resources

f.
Build-Time Shapes Run-Time
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g.
Run-Time Market Services
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Mr. Walker:  “Obviously we are looking forward to a service-based architecture”; yes, we are standards-based, but give me a standard and 4 developers, and I’ll show you 5 different implementations.


h.
Run-Time Market Status
· Current DISA Initiatives:
· Defining and Designing Run-Time Market Services
· Focusing on C2 and SIPRNET (5.x Objectives)
· Sorting out XDBI, XIS, ICSF, COP guidelines for COE 4.x
· Working with GCSS, IDM, and JBI to leverage required network services
· Developing APIs for XML Registry/Emporium
· Prototyping Pub-Sub with ABA (Adaptive Battlefield Awareness)
· Network Publication Service
· Morphing Joint Common Catalog (JCC) concept/design
· v0 JCC Schema built into GCCS-I3 and XML Registry
· Network management development activities
· Issues:
· Who Builds, Deploys, Maintains, and Operates what Network Services?
· How to Coordinate/Integrate Related Efforts
· Development timeline (Run-Time Market “herringbone”)?

i.
Evolutionary Roadmap
	Pre-Web

Stovepipe Systems
	Current

Network Connections
	Future

Visible & Accessible Data/Services

	Various dedicated comms 
	BUT no network visibility or access services
	Common Network Services

	Fragile/restrictive Point-to-Point I/Fs 
	Different directories, security, access processes etc. 
	Common representations

	Tightly-coupled
	Different data representations
	Common catalogs / directories

	Some Broadcasts
	Numerous uncoordinated Transformations
	Re-usable service components

	
	Data filtered by local system (e.g., JTAV and JOPES show different data from GTN different from GTN directly)
	Support for Pub&Sub

	
	
	Loosely-coupled, composable

	
	
	Easily deployed updates / upgrades


6.
Mr. Rob Walker presented a follow-on briefing entitled “Path to DoD Transformation, COE & Software Services”; briefing highlights follow.  DISA, in conjunction with the CINCs, services and agencies, is tasked to evolve the COE to meet the enterprise wide requirements as defined by the GIG Architecture.

a.
System Evolution
· Systems have evolved from the stand-alone computer, to systems interconnected on a LAN, WAN, MAN, to the Internet.

b.
Transforming Technologies
· Transforming technologies involves making information available on a network that people depend on and trust.  This involves moving from networks, data, personal computing, wired, wireless and defense in depth to worknets, relationships, interpersonal computing, wireless, wired and defense in breadth.  Implementing the Global Information Grid Architecture is entails:
· developing ubiquitous, secure and robust networks

· eliminating bandwidth and computing limitations

· deploying collaborative capabilities

· populating the network with all data

· continuously refreshing the content of the network

· securing and assuring the network and the information


c.
GIG Architecture and Information – Radically different from what we have today
· Implement a smart pull rather than a push of information
· Only handle the information once (information is data elevated by context)
· Task, Process, Publish & Utilize – not Task, Process, Evaluate & Disseminate (TPED)
· Make functional, service and system “products” separable
· Reveal opportunities to improve management & dissemination
· Support separate evolution and cost effective acquisition
· Transition from today’s systems to capabilities, where capabilities discover and use common services

d.
From Stovepipes to the GIG
· Moving from stovepipes to the GIG involves moving from a functional and service orientation to a Joint/Enterprise orientation.  
· Legacy and new functional/service capabilities can “Plug-in” to the GIG as domain services
· Currently there is a mix of stovepipes with some network connections consisting of:
· Redundant inconsistent processes and products with ineffective management and dissemination mechanisms
· Uncoordinated or marginally coordinated requirements and development processes continuing in parallel
· The objective GIG Network Services would consist of:
· Making Functional, Service & System  “Products” separable
· Revealing opportunities to improve management & dissemination
· Supporting separate evolution and cost-effective acquisition

e.
Enabling the GIG:  Common Computing Services
· Provide the context for transforming data to information
· Smart, secure, adaptive processing & storage components, that respond to clients’ resources & requirements
· Standardize host security approaches and configuration
· Use proactive monitoring and dynamic allocation mechanisms to deliver when and where needed
· Guaranteed to “behave” properly on the network
· Contracts with Networking Services to Meet SLAs
· Hides changes in network infrastructure from Enterprise Services, Applications, and Data Sources
· “Plug-n-Play” capabilities
· Offer or get components based on best value procurement, existing CS support infrastructures & knowledge

f.
Enabling the GIG:  Common Enterprise Services
· Smart, secure adaptive service components, that respond to clients’ resources & requirements
· Tailorable based on:
· Platforms (thin to thick)

· Available comms/bandwidth (hi to low – including disconnected operations)

· Required response times (fast-to-slower)

· Uses dynamic discovery mechanisms to deliver information
· Guaranteed to “behave” properly on network and computing services
· Contracts with Computing Services to Meet SLAs
· Hides changes in network & computing infrastructure from Applications & Data Sources
· “Plug-n-Play” capabilities
· Offer or get services by plugging into the computing substrate

g.
Enabling the GIG:  Service-Based Architecture
· Services are contractually defined behavior:
· Can be provided by any technology that satisfies the contract
· For use by any component
· Based solely on the service-level agreements (SLAs)
· Appropriate expert community agrees upon the capabilities and manages the interfaces
· An implementation can replace another meeting the same SLA.
· Decouples “system” re-baselining and re-accreditation from support component upgrades
· Helps overcome complexity
· Decomposes problem into addressable issues
· Hides complexity from dependent components
· Provides environment where components plug-and-play

h.
Creating Domain Applications
· (Proposed) Objective Domain Applications & Data Sources
· Community of Interest (Domain) Services & Functionality
· Secure, Interoperable Plug-n-Play Data Sources and Applications based on reusable components

i.
Roles & Responsibilities
· DISA & Service Providers:
· Establishes initial version of the GIG by
· Providing initial set of common enterprise services within C2 community
· Providing initial set of computing and storage platforms and services
· Providing initial set of network services
· Monitors market activity within GIG v1
· Tunes next version development plan to capitalize on market forces
· Builders of Capabilities:
· Provide applications and data reflecting their deep expertise in communities of interest (domains)
· Use Common Enterprise Services as means to share more specialized applications and data
· Leverage DoD-wide investments and O&M expertise
· Improve DoD Security Posture through Use of Common Components
· Widely deploy and reuse common services

j.
Transform Mechanism for Today’s C2 Systems
· Common Operating System Base (COE)
· Ready-made customer base & technical coordination venues
· Proven, collaborative technical process for dissolving stovepipes
· Proof that common services can work
· Market share to allow leveraging thousands of seats
· Interoperability guidance and mechanisms (Deployed Standards)
· Technology building blocks to “jumpstart” the GIG
· COE-based systems have grown from a handful in 1994 to approximately 125 presently.

k.
Summary
· DoD moving aggressively from platform-centric to network-centric
· Community processes, market-driven approaches, and customer base already in place
· Department Wide Benefits – provides enterprise context for aggressive action by programs.
7.
Mr. Rob Walker then presented the COE 36-Month Plan Update that he had briefed to the CRCB; briefing highlights follow:


a.
Purpose of Plan Update
· CRCB Action Item (AI) 99-023: Update the 36-month plan every six months

b.
We Need a New Strategy for the COE (i.e., it’s time to re-focus)
· Current business model no longer provides best value from constrained resources
· Too much feature tradeoff against schedules
· Too frequent rebaselining of COE product line
· Too little community involvement in developing product line
· Too tied to specific vendors
· Too many software baselines and configurations
Note:  Mr. Walker would like more Service/Agency “buy-in” (which he hopes to attain via increased S/A participation in COE software development activities).  He believes that no artificial date should get in the way of delivering a quality product, and that a realistic critical path ought to be negotiated with his COE customers.


c.
What Needs To Stay The Same?
· Focus on C4I community as core customers
· Situational Awareness as key problem to be solved
· Conviction about and focus on Joint/Enterprise solutions
· A rational solution
· Best value
· Interoperability across DoD
· Need conviction because Joint/Enterprise focus is politically more difficult than settling for stovepipes
· Commitment to supporting current C4I system fielding schedules
Note:  When Mr. Ray Dolgert (Mitre support to GCCS-A) asked whether Joint/Enterprise would now be his focus, Mr. Walker responded that “Tactical is still the priority.”  DISA management’s #1 priority is to work toward a “network-centric” vision.

· Conviction that standards are necessary but not sufficient for interoperability
· Implementations are the key
· COE must continue to provide software and data products
· COE must provide platform solutions
· Preserve benefits of software packaging for easy install/de-install and “peaceful coexistence”
· Standard (but tailorable) security configurations appropriate for C4I systems
· Market-driven data strategy

d.
What Needs To Change?
· COE must provide guidance and products that support network-centric view of operations
· Move beyond systems to network capabilities
· The COE product line
· Update COE taxonomy as necessary
· Develop clear criteria for accepting products
· Balance numbers of baselines with resources
· Rebaseline only as needed
· COE’s approach to schedules
· Continue working closely with customers
· Establish schedules based on agreed-upon feature sets and quality criteria, not merely the calendar
· Rebalance approach to Unix and Windows
· Presume heterogeneous servers, Windows clients and PDAs
· Leverage individual platform strengths (e.g., Logo program) and attack weaknesses (e.g., Unix installer)
· Less emphasis on Unix clients, Unix/Windows consistency (near-term focus on Unix servers)
· Strengthen partnerships with industry and community in developing COE product line
· Keeps COE open to industry innovation
· Community ensures COE meets its requirements, by jointly buying and building components
Note:  Mr. Miller stated that a formal, predictable process is needed for cooperative development efforts and for requirements/schedule negotiations.  Mr. Walker responded that this mechanism already exists in the TWGs.  Mr. Miller responded that the TWGs are not sufficient; they are good conceptually, but that the AOG needs to work the mechanics / implementation details of the process.


e.
36 Month Plan (Objectives); the first four bullets below are the top four customer requirements; the last four bullets address programmatic priorities.
· Focus on maturing 4.x (Tiger Team)
· Expand COE Community Process (if pilot is successful); i.e., implicating S/As in DISA’s process/products
· Move COE to a largely commercial service-based architecture (5.x focus, less platform-centric and more enterprise-centric)
· Add realtime services
· Mature the COE’s market-driven data strategy
· Transition KPC to industry
· Manage smooth transitions of major contracts (ICSF Competitive, NGE (Next Generation Engineering))
· Reduce numbers of supported reference platforms

f.
Focus on Maturing 4.x
· Issue
· Need product suitable for C2 Flagship Program DT/OT
· Actions
· Dedicated team to wring out and mature product
· Specific exit criteria
· Close all pri-1/2 GSPRs
· Full 3.X functional equivalency
· All new functionality properly working
· All stability, reliability, and performance issues addressed
· Provide assurance to customers that COE segments work together as expected
· Support developers with periodic developer releases (formal release with mature capability)
· Feature additions once stable foundation in place

g.
Move COE to a Largely Commercial Service-Based Architecture (5.x)
· Issue
· Industry is migrating to service-based architectures (technology as enabler)
· Actions
· Develop roadmap for COE transition (initially focused on build-time, to be followed by run-time)
· Incorporate service-based approach in acquisitions
· Provide critical infrastructure (plumbing) to enable key services

h.
Mature the COE’s Market-Driven Data Strategy
· Issues
· Data interoperability is different (Not infrastructure per se…it’s intimate with user’s jobs)
· Service-based approach depends on shared knowledge about what the data means
· Actions
· Leverage market-driven approach to define needed data services within enterprise
· XML-enable the enterprise with clear understanding of relationships and semantics within COIs
· Expand to tactical message exchange
· Introduce XML binary / XML compression
· Define XML equivalents for existing message standards

i.
Reduce Numbers of Supported Reference Platforms
· Issues
· 27 different baselines supported today
· Resources being applied to production which could be better applied to adding services
· Actions
· Single Unix/Linux reference platform
· Single WINTEL reference platform (e.g., W2K for current Tiger Team effort)
· Reference platforms “as commercial as possible”
· If additional platforms required, funded by industry or community
· Continued support for current C2 Flagship platforms (maintenance, minimal feature addition)

j.
What does this mean to the schedule?
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k.
Proposed COE Delivery Plan (as of January 2002)
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DISCUSSION:  Per Mr. Walker, ICSF 3.x is still 6-8 months away from being in maintenance mode.  He hopes to devise a logical transition strategy for moving from 4.x COE to 5.x COE .  The goal is to have a gradual transition, without any requirement for a wholesale swapout.  The transition will focus on military utility (new buzzword for 5.x); also, dependence upon a single source code baseline may erode over time (thereby allowing all to make use of native OS features/capabilities.)  He added that for the next 12 months, the AOG will be working the following issues:  Firstly, what are our reference implementations?  Next, over the next 12-36 months, how can we neck down (i.e., reduce) the number of reference implementations?

8.
Mr. Rob Walker then presented updated Action Item status; briefing highlights follow:


a.
AOG-0106-01 - Develop a list of lightweight candidate GOTS (& COTS if possible)  for process management that address graceful shutdown as well as the capabilities currently in the Administration Services SRS.  (Admin TWG)  
· The selected products, ideally, would support both a Unix and Windows environment
· Remains OPEN

b.
AOG-0106-04 - NIMA and DISA will coordinate with Services and Agencies via MCG&I TWG and pertinent PMs to 1) identify which draft JMV APIs to accept and retain in the COE for 4.x life-cycle support, and 2) determine which programs are interested in the C/JMTK Translation Layer and what APIs it should include. (assigned to NIMA, DISA)
· Good response to survey; 500 APIs identified
· Remains OPEN - due within two months following C/JMTK contract award

c.
AOG-0106-05 - Provide guidance to programs on making objects XIS-aware. (assigned to SEWG, DISA)
· Will be addressed by Dr. Lawrence’s ICSF, XIS, XDBI, and COP guidelines
· Briefing will be provided to the AOG after COE Engineering Office review
· Remains OPEN

d.
AOG-0107-01 - Determine ROM cost for acquiring support contracts for unsupported OSs (assigned to COE Chief Engineer)
· In response to customer requests, Windows NT COE baselines will be supported beyond NT end-of-life. 
· Remains OPEN

e.
AOG-0107-04 - Make recommendation to AOG for additional APM APIs (assigned to SEWG, Kernel TWG)
· All kernel enhancements are being managed through the Tiger Team
· All who want enhancements should participate as part of Tiger Team
· Remains OPEN


Note:  Mr. Walker asked for AOG cooperation in this regard; at some point, he is going to have to “shut down” kernel activity if he is going to transition it to industry…


f.
AOG-0107-05 - Distribute letter to AOG with COE position on COTS license responsibility (assigned to COE Chief Engineer)
· Paper distributed at February 2002 AOG  
· Recommend closure

g.
AOG-0107-06 - Clarify license considerations (e.g., enterprise license available) in COE product spreadsheet (assigned to COE Program Manager)
· Draft spreadsheet provided at February 2002 AOG  
· Recommend closure

h.
AOG-0107-10 - When it becomes available, distribute letter that clarifies DoD position on 128-bit encryption (assigned to COE Chief Engineer)
· Recommend closure based on electronic distribution of letter to AOG members, 14 Jan 2002

i.
AOG-0110-10 – Per Navy/SEWG request, provide updated status on ICSF support for late bindings/symbolic groups (assigned to MAJ Bobby Myers)
· The Tiger Team will address this action item and report resolution to the AOG
· Remains OPEN

j.
AOG-0111-02 – What are Service plans (including timetable) for moving COE-based systems to an IPv6 infrastructure?
· Briefing provided at February AOG by Dr. Charles Lynch ( lynch1c@ncr.disa.mil , 703-882-0063 )
· Remains OPEN Service response due by March 2002 AOG

k.
AOG-0112-05 – Review the IDM briefing, cost information, and CONOPS and determine whether you are interested in pursuing bringing the IDM components into the COE.  (AOG Members).  
· Respond prior to February 2002 AOG meeting
· Which IDM components, if any, are of interest as COE components?
· Which IDM components, if any, are of interest as mission applications?
· Received US Army response
· Remains OPEN 

l.
AOG-0201-01 – Develop and document a mechanism for managing, distributing, and notifying users of changes to the CITI compliance algorithms. (Toolkit TWG)  
· Expect response after next Toolkit TWG (28 Feb 02)
· Remains OPEN

m.
AOG-0201-02 – Toolkit TWG establish a subgroup to develop and document standard interpretations of the outputs of the CITI compliance algorithms.  (Toolkit TWG)
· Expect response after next Toolkit TWG (28 Feb 02)
· Remains OPEN

n.
AOG-0201-03 – For JAVA2 segments, COE Chief Engineer will distribute information on contents of each and request from AOG membership which versions may be retired  (COE Chief Engineer / AOG Members) 
· Remains OPEN
Note:  32/64 bit support and high/low encryption levels are only two of the features supported in Java version 1.4


o.
AOG-0201-04 – In preparation for the J2EE Enterprise license discussion, request the Distributed Computing TWG Chair brief the AOG on the J2EE Landscape.  (USAF Rep)
· Remains OPEN – Mr. Paul Denning to brief at March 2002 AOG

p.
AOG-0201-05 – Review Security Criteria Protection Profile and provide technical comments to Mr. Bob DeVenny, COE Engineering Office, by 7 Feb 2002.  (AOG Members)
· No responses received
· Remains OPEN  

q.
AOG-0201-06 – After reviewing the SEWG Security Lockdown Matrix, provide an estimate for when updated Security Templates can be delivered to the Tiger Team.  (COE Security Team)  
· Recommend closure per Production Engineering Brief; Ms. Mintz will send out an e-mail update to the AOG membership in mid-March 2002

r.
AOG-0201-07 – AOG Members notify COE Chief Engineer of interest in Operational Advisory Group (OAG) by 25 Jan 2002.  Looking for tactical users, not sysadmin personnel to get “hands-on” experience in April 2002.  (AOG Members)
· Response from US Coast Guard
· OAG now planned for March 2002
· Remains OPEN
11.
Mr. Al Miller presented Army status; the Alerts TWG will be looking at Open Source products (i.e., JMS providers) to help define future requirements and potential long-term solutions in the Alerts problem space.  If/when an Open Source product is identified, Army may go into maintenance mode with its Army-developed solution.  Ms. Esther Williams elaborated that Alerts TWG is basically proceeding down the same path as the COE in general; that is, away from GOTS and more toward COTS.  Alerts TWG attendees had expressed a desire to potentially be able to swap out or plug-in the JMS provider of their choice; thus, the Alerts development team might be required to separate or isolate the strict JMS API provided functionality from required functionality that had to be built (as it doesn’t exist in the JMS API set) to support user requirements (such as the ability to cancel an alert, etc.).
12.
Mr. Wayne Duke (NGIT supporting the Navy AOG rep) provided the Navy status update; he asked whether DISA still plans to provide a COP server on the Windows platform.  Mr. Walker replied that this would depend on two things; firstly, who wins the ICSF recompete, and secondly, whether Microsoft support exists for J2EE.

13.
Mr. John Whittenton (Mitre supporting the DIA) provided the DoDIIS status update; highlights follow:

a. DIA’s transition to a complete Win2K system with Active Directory has been postponed by about a month.  
b. The Security Services TWG met in conjunction with the NTAG.  Priorities received from participants appear to be Security tools, Testing Plans, SRS development/update, and Directory Services.  Mr. John Whittenton will take over as Chair of the Security Services TWG.

c. Mr. Whittenton recommended that Microsoft brief their Common Criteria Evaluation to the TWG and/or the AOG.  Mr. Walker suggested that the NTAG &/or the Security Services TWG distill the material and brief the AOG rather than bringing in Microsoft to brief the AOG membership.

14.
Mr. Walker closed the meeting with the announcement that the next AOG is scheduled for 1 March at DISA Skyline 7, 5275 Leesburg Pike, Falls Church VA, Room 1N47; the AOG will be followed by a TWG Chair meeting.  (The TWG Chair meeting has since been cancelled.
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Metrics Data





init data


			ICSF			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			44			1			4			3


			Pri-1 Closed:			0			2			24			4


			Pri-2 Total:			130			8			21			8


			Pri-2 Closed:			0			11			51			24


			Pri-3/4/5 Total:			261			13			28			39


			Pri-3/4/5 Closed:			0			16			27			5


			Total SCPs:			68			1			3			0


			SCPs Closed:			0			0			15			2


			XIS/XISMI			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			5			0			2			0


			Pri-1 Closed:			0			0			3			0


			Pri-2 Total:			19			1			3			0


			Pri-2 Closed:			0			0			4			5


			Pri-3/4/5 Total:			37			7			3			1


			Pri-3/4/5 Closed:			0			0			10			0


			Total SCPs:			4			1			1			0


			SCPs Closed:			0			0						0


			CMN APPLS			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			3			0			0			0


			Pri-1 Closed:			0			0			1			0


			Pri-2 Total:			22			5			1			6


			Pri-2 Closed:			0			0			3			7


			Pri-3/4/5 Total:			24			3			7			4


			Pri-3/4/5 Closed:			0			0			5			0


			Total SCPs:			4			0			0			0


			SCPs Closed:			0			0			0			0


			INFRASTRUCTURE			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			9			0			0			0


			Pri-1 Closed:			0			2			0			1


			Pri-2 Total:			30			0			1			0


			Pri-2 Closed:			0			2			15			2


			Pri-3/4/5 Total:			166			2			7			2


			Pri-3/4/5 Closed:			0			4			42			8


			Total SCPs:			58			0			0			0


			SCPs Closed:			0			2			0			0


			Software Totals			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			61			1			6			3


			Pri-1 Closed:			0			4			28			5


			Pri-2 Total:			201			14			26			14


			Pri-2 Closed:			0			13			73			38


			Pri-3/4/5 Total:			488			25			45			46


			Pri-3/4/5 Closed:			0			20			84			13


			Total SCPs:			134			2			4			0


			SCPs Closed:			0			2			15			2








chart data
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			Software Totals			1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-1 Total:			61			62			68			71


			Pri-1 Closed:			0			4			32			37


						1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-2 Total:			201			215			242			256


			Pri-2 Closed:			0			13			86			124


						1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Pri-3/4/5 Total:			488			513			558			604


			Pri-3/4/5 Closed:			0			20			104			117


						1/7			1/10			1/17			1/24			1/31			2/7			2/14			2/21			2/28			3/7			3/14			3/21			3/28			4/4			4/11			4/18			4/25			5/2


			Total SCPs:			134			136			140			140


			SCPs Closed:			0			2			17			19








grp p1


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


61


0


62


4


68


32


71


37





grp p2


			201			0


			215			13


			242			86


			256			124





Total


Closed





grp p345


			488			0


			513			20


			558			104


			604			117





Total


Closed





grp scp


			134			0


			136			2


			140			17


			140			19





Total


Closed





icsf p1


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


ICSF Pri-1 Status


44


0


45


2


49


26


52


30





icsf p2


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


ICSF Pri-2 Status


130


0


138


11


159


62





icsf p345


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


ICSF Pri-3/4/5 Status


261


0


274


16


302


43





icsf scp


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


ICSF SCP Status


68


0


69


0


72


15





xis p1


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


XIS/XISMI Pri-1 Status


5


0


5


0


7


3





xis p2


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


XIS/XISMI Pri-2 Status


19


0


20


0


24


4





xis p345


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


XIS/XISMI Pri-3/4/5 Status


37


0


44


0


47


10





xis scp


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


XIS/XISMI SCP Status


4


0


5


0


6


0





cmn aps p1


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Cmn Appls Pri-1 Status


3


0


3


0


3


1





cmn aps p2


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Cmn Appls Pri-2 Status


22


0


27


0


28


3





cmn aps p3


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Cmn Appls Pri-3 Status


166


0


168


4


175


46





cmn sps scp


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Cmn Appls SCP Status


4


0


4


0


4


0





infr p1


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Infrastructure Pri-1 Status


9


0


9


2


9


2





infr p2


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Infrastructure Pri-2 Status


30


0


30


2


31


17





infr p345


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Infrastructure Pri-3/4/5 Status


166


0


168


4


175


46





infr scp


			37263			37263


			37266			37266


			37273			37273


			37280			37280


			37287			37287


			37294			37294


			37301			37301


			37308			37308


			37315			37315


			37322			37322


			37329			37329


			37336			37336


			37343			37343


			37350			37350


			37357			37357


			37364			37364


			37371			37371


			37378			37378





Total


Closed


Infrastructure SCP Status


58


0


58


2


58


2





Sheet3


			


			Common Applications


			CCE


			CME


			CNTP


			CST


			Infrastructure


			COE Kernel


			SOLPTH


			W2KPTH


			JAVA2


			WEBBr


			PERL


			SPCFG


			NMSP


			W2KCET


			SECBNR


			UPDTSL


			SBDATA


			SMB


			PRINTS


			PRINTC


			PRINTD


			ONDOC


			CIFS


			JMA


			JMS


			JMS










ICSF 1/71/101/171/241/31 2/72/142/212/28 3/73/143/213/28 4/44/114/184/25 5/2


Pri-1 Total: 44 45 49 52


Pri-1 Closed: 0 2 26 30


Pri-2 Total: 130 138 159 167


Pri-2 Closed: 0 11 62 86


Pri-3/4/5 Total: 261 274 302 341


Pri-3/4/5 Closed: 0 16 43 48


Total SCPs: 68 69 72 72


SCPs Closed: 0 0 15 17


XIS/XISMI 1/71/101/171/241/31 2/72/142/212/28 3/73/143/213/28 4/44/114/184/25 5/2


Pri-1 Total: 5 5 7 7


Pri-1 Closed: 0 0 3 3


Pri-2 Total: 19 20 24 24


Pri-2 Closed: 0 0 4 9


Pri-3/4/5 Total: 37 44 47 48


Pri-3/4/5 Closed: 0 0 10 10


Total SCPs: 4 5 6 6


SCPs Closed: 0 0 0 0


CMN APPLS 1/71/101/171/241/31 2/72/142/212/28 3/73/143/213/28 4/44/114/184/25 5/2


Pri-1 Total: 3 3 3 3


Pri-1 Closed: 0 0 1 1


Pri-2 Total: 22 27 28 34


Pri-2 Closed: 0 0 3 10


Pri-3/4/5 Total: 24 27 34 38


Pri-3/4/5 Closed: 0 0 5 5


Total SCPs: 4 4 4 4


SCPs Closed: 0 0 0 0


INFRASTRUCTURE 1/71/101/171/241/31 2/72/142/212/28 3/73/143/213/28 4/44/114/184/25 5/2


Pri-1 Total: 9 9 9 9


Pri-1 Closed: 0 2 2 3


Pri-2 Total: 30 30 31 31


Pri-2 Closed: 0 2 17 19


Pri-3/4/5 Total: 166 168 175 177


Pri-3/4/5 Closed: 0 4 46 54


Total SCPs: 58 58 58 58


SCPs Closed: 0 2 2 2


Software Totals 1/71/101/171/241/31 2/72/142/212/28 3/73/143/213/28 4/44/114/184/25 5/2


Pri-1 Total: 61 62 68 71


Pri-1 Closed: 0 4 32 37


Pri-2 Total: 201 215 242 256


Pri-2 Closed: 0 13 86 124


Pri-3/4/5 Total: 488 513 558 604


Pri-3/4/5 Closed: 0 20 104 117


Total SCPs: 134 136 140 140


SCPs Closed: 0 2 17 19
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Build-Time Shapes Run-Time

“Custom” Components

From Builders

GIG

Build-Time Market

Run-Time Market

Plug-in/unplug

Data Emporium

Finished

Components

(S/W or H/W

& S/W Pkgs)



COE Infrastructure & Com Sup Apps

COTS Components

From Vendors

Data/Metadata Components

Development

Composable

Capabilities

Process

Requires Common Network Services






















































































































































































































































































































_1076138722.ppt


Revised COE Software

Delivery Strategy

Cost

Schedule

Features

Quality





		Historically

		Schedule, Cost fixed in place

		Features, Quality whatever they are on release date

		Continuous rebaselining of COE product line

		Going forward

		Community agrees on Features in advance

		Quality standards set

		Schedule, Cost adjusted to deliver Features, Quality





As with any development, there are only so many dials, and some of them may be fixed in place.

The COE office has tended to treat cost and schedule as fixed in place, and to vary features and quality release by release.
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Proposed COE Delivery Plan

As of January 2002

OCT 01

APR 02

OCT 02

KERNEL

V3.X

APR 03

OCT 03

V4.2

Patches/Maintenance

V5.0

Developers

Release

V5.0

V5.0

Beta

ICSF

V3.X

V5.0

V5.0

Beta

Patches/Maintenance

V4.5

V4.5

APR 04

V4.6*

Patches

Maintenance

V5.0

V4.7*

OCT 04

V4.8*

V5.0* 

V4.9*

Patches

Maintenance

V5.0

3.X

4.X

5.X

SERVICE FRAMEWORK

V5.0

V5.0

Beta

V5.0

* Approximate delivery based on user prioritization/product maturity 

APR 05
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Run-Time Market Services

Not Currently Available as Common Network Services

Publisher

Advertise data/service(s) vended

ID & Locate data/services 

Categorize sources & service(s)

Collect/Package data as necessary

Distribute/Synch data to subscribers

Subscriber

Define needed data/service(s) 

Discover required sources or services 

Select appropriate sources & service(s)

Retrieve (Access) data or service 

Transform data as necessary

Integrate data from different sources



Web Services

Enterprise Services

Pub-Sub

Portals

Network Services

BizTalk

UDDI

Global Directory

ebXML

.NET

ECI

Jini

Openwings

JBI
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Transition Scope

Core

Distribution

DNS

DNS

DNS

IPv6

IPv4/6

IPv4/6
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COE Tiger Team March Schedule





   



Develop COE Stress Test 2 Objectives

COE  TT Development team INRI/Polexis

Eng Release 2 –3/27

3/4-8/02

3/11-15/02

3/18-22/02

3/25-30/02

COE Drop 9 System Test

COE Drop 10 System Test

COE Drop 11 System Stress Test 2

COE Drop 12 System Test

Develop COE Stress Test 3 Objectives

Conduct COE Stress Test 2 Review

GCCS/GCCS-M OAG/SYSADMIN

OAG Usability STR/SCP Adjudication 

Kernel P7 (Beta 2)

Customer Applications System Test

    - COE Drops include the following components:

   - Kernel  - ICSF  - XIS/XISMI  - CCE/CME  - Reqd COE Cmpts  - Security Templates

Security Template Validation



COE Drop 10-3/7



COE Drop 11-3/14



COE Drop 13-3/28

COE Drop 12 -3/21





   COMPOSE



OS Update



DAC Implementation



MTC



TBMWD



TMSC



JMS/JMU/JMA



ATOX



SCTD



COE  IPR
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		  ICSF

		   AFW

		   IFL

		   JMV

		   JMVMD

		   TMS

		   TMSSD

		   TMSV

		   UCP





		  XIS/XISMI











		  Infrastructure

		  COE Kernel

		  SOLPTH

		  W2KPTH

		  JAVA2

		  WEBBr

		  PERL

		  SPCFG

		  NMSP

		  W2KCET/CNF

		  SECBNR

		  UPDTSL

		  SBDATA

		  SMB

		  PRINTS

		  PRINTC

		  PRINTD

		  ONDOC

		  CIFS

		  JMA/JMS/JMU



Software Metrics Grouping

		 The COE TT will report out weekly the STR open/close progress on the



following software groupings:

		 Common Applications

		  CCE	

		  CME

		  CNTP

		  CST

		  TBMWD *

		  TMSC *

		  NJI *

		  I3 *

		  TIBS *

		  TADIL-A/B *

		  SCTD

		  ATOX *

		  MTC *



Applications denoted with an * are intended to be  functional drivers to allow for sufficient environmental core testing
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COE Tiger Team February Schedule





   

Kernel P7 (Beta)



Conduct  Stress Test 1 Objectives Review

Eng Release 1 - 2/22

2/4-8/02

2/11-15/02

2/18-22/02

2/25-3/1/02

COE Drop 5 System Test

COE Drop 6 System Stress Test 1

COE Drop 7 System Test

COE Drop 8 System Test

Develop COE Stress Test 2 Objectives

COE  TT Development team INRI/Polexis

Customer Applications System Test

Kernel P7 Delivery

APM Merge Host Validation

    - COE Drops include the following components:

   - Kernel  - ICSF  - XIS/XISMI  - CCE/CME  - Reqd COE Cmpts  - Security Templates



COE Drop 6-2/7



COE Drop 7-2/14



COE Drop 9-2/28

COE Drop 8 -2/21





OS Update



COE  IPR



TADIL-A/B



CST



TIBS


















