Notes from the COE Architectural Oversight Group (AOG) Meeting, 14 June 2002
1.
Mr. Rob Walker (COE PM) opened the meeting with the following announcement:


a.
DISA is funding an ENTERPRISE APPLICATION INTEGRATION (EAI) WORKSHOP by GARTNER CONSULTING.
· Workshop Date:  July 9 (0900-1700)
· Location:  Gartner Consulting, 8405 Greensboro Drive, McLean, VA, 22102
· Discussion Items:
· Analysis of business and technical drivers
· Architecture best practices for large-scale cross platform integration ("City Planning")
· Architectural constructs related to use of EAI technology to integrate disparate applications on multiple heterogeneous servers
· Integration broker components and capabilities
· Case studies from industry
· Applicability to GCCS, GCSS, CINC/JTF, COE, etc.
· Attendance Confirmation and Info: Peter Pasek, email: pasekp@ncr.disa.mil or phone 703-882-1365
2.
Ms. Julie Mintz (COE Production Engineering) briefed COE Production Engineering status; briefing highlights follow:


a.
COE Release 4.6
· Software provided for Solaris 7 & 8, Windows NT and 2000, and HP-UX 11.0
· New segments were fully tested on Solaris 8 and Windows 2000
· New segments were minimally tested (installed, launched, deinstalled) on Solaris 7, Windows NT, and HP-UX 11.0 ( Note:  This has changed from DISA’s original plan to release in two shifts (with the first batch being Solaris 8 and Windows 2000 and the second batch consisting of Solaris 7, Windows NT, and HP-UX 11.0)
· Content includes Kernel Patch 4.2.0.0P7, ICSF 4.5.0.3, and Java 1.4 in J2JRE 4.6.0.0 and JAVA2 4.6.0.0  ( These products are the outputs of the COE’s Tiger Team activities.
· Once P7 has completed testing, the 4.6 build list will start being updated and software will be placed on DADS as it is approved
· In the meantime, segments on the 4.6 build list that have been tested are placed on hold (pending approval/release)
· 4.6 approved segment information will be available at http://diicoe.disa.mil/coe/coeeng/RELEASE_PAGES/Rel_Info.htm (this will essentially be a “rolling” release vice one large release containing all segments)
· The CDs are tentatively scheduled to be shipped 11 July ( This date is not firm, but should be reasonably close.
· Once all of the initial items have been tested, the 4.6 release notice will be posted at  http://diicoe.disa.mil/coe/coeeng/RELEASE_PAGES/Rel_Info.htm 

b.
COE Release 4.6 Issues
· The JMS Draw Module in JMS 4.6.0.1 and the JMS Browser in JMV 4.5.0.3 require ICSF P4 to work properly. Until ICSF P4 is formally delivered in October, load the P4 AFW engineering drop if you want to use these capabilities.  This problem occurs on Windows only.
· Two errors found in the final engineering drop for Kernel 4.2.0.0P7 were fixed in a second formal delivery (which will be on the 4.6 release CDs).  Be sure to use the corrected version (prefix K42PXA, not K42PX).  (For those who are interested in the two specific problems, one relates to passwords being stored in the clear if you’re using the Trace security tool.  The other problem is that, for Unix segments whose home directory is root, file permissions are modified.)
· Because of segment delivery timing issues, no versions of CST, XIS, and XISMI will be on the 4.6 release CDs. Engineering drops of the software are available now and the formal deliveries will be available from DADS after segment approval.  (Official deliveries to DISA are too late for these products to make the official 4.6 release CDs.)
· Because of segment delivery timing issues, the 4.6 release CDs may not (depending on time to test) contain the latest versions of Online Docs, Netscape Communicator, Netscape Browser, and the Security Policy Configuration Data segment. If the CDs contain the earlier versions, the new versions will be made available on DADS as soon as they are approved. Customers should move to these versions as soon as they are available:
· ONDOC 4.2.1.0
· WEBBr 4.6.0.0
· NSWEB 4.6.0.0 (fixes html version display problem)
· SPCFGD 4.6.0.1 (fixes long log-on time problem on Solaris)

c.
COE Release 4.7
· The content and schedule, based on support for GCCS and GCCS-M integration events, are now being documented. The tentative dates are:
· ICSF 4.5.0.0P4:  Maintenance fixes to 4.5.0.3.  Periodic engineering drops (EDs) starting late, i.e., 20 June, with final delivery in October.
· ICSF 4.5.1.x:  Feature releases building up to 4.5.2.0 final delivery.  Periodic EDs starting mid-August (e.g., 4.5.1.1, 4.5.2.0).
· Kernel 4.2.0.0P8:  Maintenance fixes to 4.2.0.0P7.  Periodic EDs starting mid-August.
· Kernel 4.2.0.9/4.2.0.0P9:  Feature release.  Periodic EDs starting November.
· 4.7 release scheduled for March 2003
· In-depth functional testing will take place December through February
· Contents include kernel 4.2.0.9 & 4.2.0.0P9 and ICSF 4.5.2.0 & 4.5.0.0Px
· Because of the level of effort required to develop and test the feature upgrades in ICSF, segments will be provided for Solaris 8 and Windows 2000
· AOG members who need ICSF-related segments for Solaris 7, Windows NT, and HP-UX 11.0 need to coordinate their specific needs ASAP
NOTE 1:  This may eventually become an issue for Army, as DISA may not fund the porting of new products (such as browsers, security tools, etc.) to the “older” Solaris 7 and Windows NT baselines.
NOTE 2:  Mr. John Whittenton (DoDIIS AOG rep) inquired about whether or not all C2PC functionality will be available in the Windows COP client.  Mr. Walker responded that tactical (i.e., comms-unique) pieces of C2PC are not being ported to the (ICSF) COP client.  He will brief the AOG on his C2PC strategy soon.

d.
Segment Status
· To expedite getting software to customers, COE Engineering has changed the status it gives segments that need redelivery of documentation or waivers
· Formerly, such segments were marked Hold and were not available for use
· They are now marked DevRelease and made available
· DevRelease now means either 1) the software is suitable for use by developers, but should not be fielded on a production system or 2) documentation or waivers must be redelivered before the segment can be marked “Approved”
· No GSPRs should be written against the segment until the segment status has changed to Approved


e.
Component Support for KPC OSs (i.e., guidance to providers of COE components)
· The Kernel Platform Compliance (KPC) program covers the operating system (OS) and COE kernel.  KPC vendors want to also provide infrastructure services and common support applications.
· COE Engineering wants component providers and potential users of KPC software to understand the how KPC-related segments will be handled
· COE Engineering provides KPC vendors POC information for all COE components
· For a DISA-provided segment, the POC is the contractor project manager
· For a Service/Agency-provided segment, the POC is the Government project manager  (Note:  This means that KPC vendors will contact the Govt POC directly without DISA in the loop.)
· For DISA-provided components, vendors can coordinate with DISA’s developers to do the port under a separate contract.  The only restrictions are that DISA schedules cannot be impacted and GOTS changes need to be added to the common baseline.
· DISA would like Service/Agency component providers to support a similar arrangement
· Note that this arrangement means that the Service/Agency POC is willing to work with the vendor to facilitate the port, not that the Service/Agency is paying for the port.  Planned KPC 4.x baselines are:  4.2.0.0P4, 4.2.0.0P6, and 4.2.0.0P9

f.
Action Item Activity
· AOG-0204-02 - Support for JAVA1 segments
· COE Engineering has marked these segments “OBE”. Systems can continue to use them, but they will not be maintained.  (Although these segments are still on DISA’s DADS repository, they may soon be removed.)
· AOG-0204-03, 04 - JAVA2 segment configuration
· New versions of Java will be delivered individually in J2JRE segments with unique segment names.  The JAVA2 segment will define the default location.  Systems can continue to use the old JAVA2 (containing multiple versions) or the new JAVA2 (containing a single updated version).  They can also run a script (J2JRE_set_default) to update the default version.
· AOG-0204-05 - Since no negative feedback was received on the request to remove I&RTS Appendix B item 6-8  (this item stipulates that segments be available on all COE-supported platforms unless otherwise approved by the Chief Engineer), DISA recommends that:
· The item be removed from Appendix B
· At PDRs/CDRs, vendors be asked to provide new COE component segments only for Windows 2000 and Solaris 8.  Customers wanting the segments on Solaris 7, Windows NT or HP-UX 11.0 need to make a request at this time.  Delivery for those OSs will be scheduled as resources permit.
· OS support requirements must be agreed upon in advance for any new GOTS components.

NOTE:  Per Mr. Rob Walker, this is intended to be a forcing function to drive services/agencies (S/As) to move to current versions of OSs.  As DISA cannot afford to provide support on all five current COE baselines (Solaris 7, Solaris 8, HP-UX 11.0, Windows NT 4.0, and Windows 2000), those S/As requiring support of the older OSs may have to pay for it.  Mr. Al Miller (Army AOG rep) stated that this may not be an issue for Solaris (8 vice 7), but that Army needs to take a hard look at this proposal for NT segments, where it could be a potential issue.  

g.
Future of Realtime LynxOS Reference Implementation

· Available since Oct 01
· RealTime Kernel Services (RTKS) version 1.0.0.1
· Developer Segmentation Tools for Realtime (DSTRT) versions 1.0.0.1
· DISA recommends removal from COE build list
· Not designed for COE 4.x or what COE Engineering envisions for 5.x.  (It was built for what DISA envisioned COE 5.x to be a couple of years ago)  
· RTKS and DSTRT do not fit COE PM’s vision for incorporating Realtime Extensions to the COE
· To date no one has used (or even indicated to DISA that they plan to use) this software
· DISA is willing to transfer ownership of software to any system that is using or plans to use it  
NOTE:  Mr. Al Miller (Army AOG rep) stated that he needs to verify this is not an issue for Army.

h.
Miscellaneous Discussion Items

· The AOG reps were provided a CD with soft-copies of the briefings from the May 2002 COE Developers’ Technical Exchange (DTE).  These briefings may be posted on Service or Agency intranets, but not on publicly accessible websites.  They will be posted on DISA’s COE web page once DISA’s Public Affairs Office has completed review, which could take a few more months.
· Mr. Bob Miller (Army rep to Kernel TWG) stated that the COE kernel 4.2P8 was briefed at the DTE as being the last non-commercial kernel.  What exactly does this mean?  Mr. Walker replied that, for the 4.2P9 kernel, industry will be responsible for the packaging of COE extensions (i.e., those items added for “military utility”).
· Mr. Jim Laurent (the Sun rep) asked when a Solaris 9 COE kernel would become available.  Mr. Walker responded that this may occur once his entire customer base is on Solaris 8.  Mr. Walker added that no demand for a Solaris 9 kernel has been shown.
3.
Mr. Wayne Duke (representing Navy) presented an update of the COE 4.5 Tiger Team effort; briefing highlights follow:


a.
COE Tiger Team
· COE Tiger Team established to accelerate the readiness of the COE 4.X software foundation to support full-scale system integration, certification, operational test, and eventual fielding
· Established Tiger Team goals were:
· Close all pri-1/2 GSPRs (COE software problem reports)
· Full 3.X functional equivalency and all new functionality properly working
· All stability, reliability, and performance issues addressed
· The results of the TT where provided in a Tiger Team KPP (Key Performance Parameters) / Stoplight report and this brief takes extracts from the Executive Summary of the report and supporting graphs
· The report basically addressed four questions:
· What is the demonstrated maturity and stability of the 4.X COE foundational software?
· 3.X-to-4.X functionality parity?
· Is system performance satisfactory?
· Can the system establish and operate in a secure environment?

b.
COE Stoplight Findings
· What is the demonstrated maturity and stability of the of 4.X COE foundational software?
· Yellow - With the exception of the COP Synch Tools (CST) segment, all components of the COE foundation have demonstrated a level of maturity and stability sufficient to support full-scale system integration.  Maturity curves for pri-1s have become flat to minimal and those of pri-2s, while not flat (there are approximately 20 still open), are sufficiently low to indicate that the software is approaching maturity (CST excluded).   Results of the Endurance and Stress tests have shown the COE foundational software to be stable and while limited in scope, further indicates that system integration can be accomplished.  Additionally, the foundation will benefit from system integration efforts by adding additional stress/loading which identify issues that can only be found under conditions beyond what the Tiger Team could bring to bear.
· 3.X-to-4.X functionality parity?
· Green - Based on analysis of 3.X-to-4.X requirements submitted and completed to date, the Tiger Team believes the 4.X software to have no significant loss of capability/functionality from 3.X (note, Alerts and AA pending, as are a significant number of pri-3 software problem reports).  Additionally, the 4.X baseline provides a fully functional PC-client, increased track capacity and throughput, vastly improved security, and new foundational support items (XIS, XDBI, ground order of battle support infrastructure, etc.), which will allow systems to implement improved mission applications.
· Is system performance satisfactory? 
· Yellow - The vast majority of the operator interactions/functions are equivalent to that of the 3.X system with tracks loads of 10,000 or less tracks and with 15-20,000 tracks are slightly slower, but by no means to an extent that would be considered unacceptable.  There are, however, two areas that are likely to be unacceptable to operational users, that dealing with system initialization (login to operational display) and various mapping/display issues (most significant are initialization and termination of a second chart). Beyond the operator interactions, the system performance in regards to track capacity, data throughput, and CPU utilization is superior to 3.X.  (Note:  The problem associated with termination of a second chart has since been fixed in ICSF 4.5.0.3.)
· Can the system establish and operate in a secure environment?
· Green - The security foundation for COE 4.X is fully implemented and has been validated to meet established SEWG defined security lockdown requirements.  Furthermore, the COE foundational software has demonstrated that it meets the security requirements of the I&RTS and operates in the established secure environment with degradation.

c.
Outstanding Issues – The Tiger Team Continues
· Three issues from Tiger Team had to be addressed in near term
· JVM/garbage collection issue (excessive heap growth/memory leak) – This is a Java issue which manifests itself through successively increased time and CPU usage for garbage collection.  During the Tiger Team, after 147 hours of continuous operations, the system was dead (i.e., out of memory).
· System login/initialization issue (excessive time, i.e., 6-8 minutes, from login to useable display)
· Second chart issue (time to bring-up second chart and having to close primary chart to delete second chart)
· Tiger Team was extended (Tiger Team Two) through end of June to address the above three issues, as well as the following:
· Addressing any remaining/new Pri-1/2 STRs against the COE Foundation
· Fully expect to find more issues as we proceed through the integration process
· Complete detailed functional testing of CST and address all pri-1/2 STRs
· Complete full regression testing on the Java 1.4 based equivalent to TT Drop 14 and provide same to DISA for inclusion in COE 4.6 release
· Prioritize and address priority-3 STR/PRs along with SCP/CRs that are required by COE systems
· Complete implementation of OAG user interface/usability issues
· Further evaluate both APM and Security issues/requirements

d.
Outstanding Issues – Status
· JVM/garbage collection issue (excessive heap growth/memory leak) has now been resolved in ICSF
· NGIT (ICSF developer), working with SUN JAVA engineers, corrected several contributing issues, including a memory leak
· Shifting to JAVA 1.4 corrected remaining problems seen on Solaris
· Ran an endurance test for 300+ hours and had no garbage collection or heap growth/memory leak issues
· System login/initialization issue (excessive time from login to useable display) – time is now down to 2 minutes; all improvements except for one were implemented in ICSF
· Profiled the kernel, ICSF, CCE/CME, and XIS processes at login
· Addressed issue in kernel that caused delay in launching of boot processes – this kernel fix saved 60-80 seconds
· ICSF made improvements in how Symplot passed data to JMV
· Implemented default login filters
· Beyond basic process launching, processing and plotting tracks simply takes more time in 4.X – approximately 100+tracks/sec (e.g., 10,000 tracks take 90 sec)  Also, the default log-in filter is set to 1000 miles around own position.
· Second chart issue (time to bring-up second chart and having to close primary chart to delete second chart)
· Logic for keeping track of primary and secondary chart contents separately implemented; second chart now closes w/o impacting primary chart
· Improvements (Symplot to JMV and filters) helped bring-up time
· Affected by same track processing/plotting limitations
· Addressing any remaining/new Pri-1/2 STRs against the COE Foundation
· Continuing to identify occasional Pri-1’s and limited Pri-2 STRs which are being addressed in eng drop/patches along w/ pri-3’s/OAG items and leading to a 4.5P4 (date tbd)
· Expect same to continue through the integration and test process
· Complete detailed functional testing of CST and address all pri-1/2 STRs
· Completed one round of testing and expect 2nd round beginning next week
· Expect 2nd round to address most of currently identified problems and to provide a CST which can support integration efforts, but “grooming” process will likely continue for several months
· Complete full regression testing on the Java 1.4 based equivalent to TT Drop 14 and provide same to DISA for inclusion in COE 4.6 release
· Numerous “nuisance” issues identified in initial port to Java 1.4 (right pop-up, icons not fully embellished, menus graying, etc.)
· SUN JVM engineer worked with NGIT to identify causes of problems
· Some issues caused by “tighter” interpretation of Java specs (worked w/ 1.3 but not allowed w/ 1.4); some new issues w/ new JVM
· NGIT addressed majority of issues and two problem reports on the 1.4 VM submitted to SUN
· Java 1.4 products submitted to DISA on 29 May
· Prioritize and address priority-3 STR/PRs along with SCP/CRs that are required by COE systems
· Inputs requested/received from services and prioritization matrix provided to DISA for approval
· Matrix worklist is being used to drive pri-3 implementation
· Complete implementation of Operational Advisory Group (OAG) user interface/usability issues
· 178 OAG reviewed and entered into CM d/b as SCPs (software change proposals)
· Being worked as on-going effort in parallel with STR fixes
· Approx. 20 addressed in 4.5.0.3, another 20+ in 4.5P4beta1, and some closed as invalid (~10-15)
· Further evaluate both APM and Security issues/requirements
· This has been primarily at the program level
· Need to ensure information is shared across programs/systems

e
What’s Next?
· GCCS and GCCS-M programs start their system integration efforts at SSC SD (SPAWAR Systems Center – San Diego) beginning 2nd week of July (7 and 8 July, to be specific)
· Each program will “control/manage” their own integration process
· DISA and COE-M assets will work in parallel to this effort to address their issues, those of other programs, and to support integration and testing of common components as feasible
· Role of “I&T Coordinator” established to identify areas where I&T (integration and test) can be done more efficiently/effectively
· All COE users/programs will benefit from the above efforts
· Above efforts will provide the application loading necessary to complete grooming of the COE infrastructure
· Issues/problems from other programs are included in the overall COE worklist
· While the above efforts will drive initial prioritization/worklist, all STRs/SCPs will be transferred into GSPR d/b on a weekly basis and go through the PCRB process for concurrence/oversight – all programs invited to participate
· Other programs wishing to participate in some degree of integration/test in this environment, can contact COE-M to potentially use those assets (may require some level of funding support)  
· I&T Status reports will be posted (interval tbd, probably every other week)

f.
Miscellaneous Discussion Items

· From now on, Tiger Team test reports will contain a “Integration Lessons Learned” section.
· Mr. Al Miller asked whether Tiger Team testing had included the XIS product.  Per Mr. Duke, only very limited XIS testing was completed due to scalability and resource issues (e.g., XIS didn’t scale well for trackloads over 2000) precluded much XIS testing.  The bottom line, per Mr. Duke, is that the Tiger Team needs applications that stress and appropriately use the COE infrastructure.
· Ms. Ileana Reisch (Air Force Deputy COE Chief Engineer) asked whether any of the test tools being used by the Tiger Team are being considered for inclusion in the COE.  Mr. Duke responded that they are looking into the use of less intrusive test tools.  Mr. Walker asked SSC SD provide a white paper at the July AOG documenting the tools and how they are used so that S/As can assess for themselves the potential utility of such tools to their test efforts.
4.
Mr. Rob Walker (COE PM) presented a very rough draft of COE program-related activities, including an effort underway to transform the COE into a major program; details will be provided as they become available.

5.
Mr. Jim Laurent (Sun Microsystems) briefed Sun’s Ultra Sparc II Transition & End-Of-Life Support Strategy; briefing highlights follow:


a.
Workstations and Volume (i.e., Small) Servers
	Model
	Announce
	Last Order Date
	Last Ship Date

	Ultra 5
	11/13/01
	2/15/02
	5/17/02

	Ultra 10
	5/7/02
	8/9/02
	11/8/02

	Ultra 60
	4/9/02
	7/12/02
	10/11/02

	Ultra 80
	4/9/02
	7/12/02
	10/11/02

	E220R
	5/7/02
	8/9/02
	11/8/02

	E450
	5/21/02
	8/23/03
	11/22/02

	E250
	Not yet announced

	E420R
	Not yet announced



b.
Enterprise 3500-6500 Transition
· End-of-Life (EOL) of Enterprise 3500-6500 servers begins in March 2002
· 1 yr after Sun Fire Midframes introduction
· Utilizing a Phased approach, to best serve our customers needs
· Key components (Boards, CPUs, Memory, etc.) available for an additional 2 yrs
· Sun Support Services available for 5 yrs beyond the last system ship date

c.
Enterprise 3500-6500 End-of-Life:
· PHASE 1 – Per Sun, these are OEM-type systems; this generally does not impact DoD
	EOL of the following
	Schedule

	All Logoless systems
	EOL Announce – Mar 2002

Last Order Date – Jun 2002

Last Ship Date – Sep 2002

End of Service Life – Sep 2007



	Select Skinless systems
	

	All Danish systems
	

	All E4503-R & -RR1 MR Configurations
	

	All E4503-RR2 systems
	

	All E5503 & 6503 MR Configurations
	

	All ISV & COD Configurations
	



d.
Enterprise 3500-6500 End-of-Life:
· PHASE 2 – Per Sun, this includes some of the larger configurations and base systems
	EOL of the following
	Schedule

	E5503 & E6503 Base Systems
	EOL Announce – Jun 2002

Last Order Date – Sept 2002

Last Ship Date – Dec 2002

End of Svc Life – Dec 2007



	E3503-C & E3503-MR Configurations
	

	E4503-MR Configurations
	

	All Power Express Configurations
	

	Select Skinless Configurations
	

	All Building Blocks (configured & x-options)
	

	Select configured options
	

	Non-key x-options
	



e.
Enterprise 3500-6500 End-of-Life:
· PHASE 3 – Per Sun, upgrade components are still available; refer to para. f. below
	EOL of the following
	Schedule

	E3503 & E4503 Base Systems
	EOL Announce – Oct 2002

Last Order Date – Jan 2003

Last Ship Date – Apr 2003

End of Svc Life – Apr 2008



	E4503-R & E4503-RR1 Base Systems
	

	Remaining configured options
	

	Remaining non-key x-options
	

	Non-key x-options
	



f.
Enterprise 3500-6500 End-of-Life:
· PHASE 4
	EOL of Key Components
	Schedule

	System Boards

· CPU/Memory

· I/O

· FC-AL Disk

CPU Modules

Memory
	EOL Announce – Oct 2004

Last Order Date – Jan 2005

Last Ship Date – Apr 2005

End of Svc Life – Apr 2008





g.
Continuing with UltraSPARC II – Post EOL Options 

· Upgrades to existing systems - IBB (Installed-Base Business program)
· Speed up/Fill up Program

· Upgrades from 167/250/336/400 MHz  -> 464 MHz
· Promotional allowance 35%
· Purchase of Complete System - REMAN (Remanufactured)

· Sun is the largest seller of used Sun equipment

· REMAN = Remanufactured to like-new equipment

· Same new system warranty, same quality as new server
· Systems eligible for UAP program or future upgrades

· Inventory availability subject to change

· Purchase of Complete System - EAP (Extended Availability Program)
· Extends the life cycle of products for up to 24 months beyond Last Ship Date

· Customers commit to and order specific quantity of products prior to Last Order Date

· Sun Microsystems Finance warehouses the products, and ships to customer according to schedule
Note:  No pricing information was provided for storage/warehousing of systems until they are needed.  Also, Mr. Miller noted that this is not a viable solution for those bound by the government’s acquisition model.

h.
Transition to UltraSparc III – lowering TCO (Total Cost of Ownership)

· Single Architecture
· UltraSparc II ( UltraSparc III

· Sol 8 & Sol 9

· Solaris Adoption Services

· Readiness Evaluation Service

· Application Guarantee (Sun guarantees applications will run on new model; make available an Application Certification Tool)

· Application fitness model

· Implementation services

· Available through Sun Enterprise Services, Sun Professional Services

· IBB

· UAP+ Program

	Age of Trade- In
	Trade-In Allowance Multiplier

	< 1 year
	2x

	1-2 year
	1.5x

	> 2 year
	Standard allowance (UAP)


· Consolidation program

· UltraSparc II -> Sun Fire 3800 – 6800

i.
Migration Path to UltraSparc III

Old H/W
New/Replacement Models

E3500
V880 or Sun Fire 3800

E4500
Sun Fire 3800 or 4800

E5500
Sun Fire 4800

E6500
Sun Fire 6800


j.
Solaris EOL status

· Solaris 2.5.1

· Introduced in 1996, Last shipped 9/22/00

· End of standard support 9/22/02 (Sun working security patch issue)

· Patches by time and materials only (Policy and costs not known at this time)
· Continued phone support

· Solaris 2.6

· Last shipped 7/23/01, patches end 7/23/03

· Solaris 7

· Still currently shipping

· EOL imminent!

k.
Solaris 9 built-in technologies

· Resource Management

· Volume Management/ File System

· SunONE Application Server (12/02) (J2EE-compliant, “free” with production license)

· SunONE Directory (LDAP) Server

· Samba Windows File Sharing

· Apache Web Server

· Secure Shell


l.
Sol 9 Packaging & Licensing

· Free upgrade for Solaris & & 8 customers for 1 CPU systems (e.g. U1, U5, U10, SB100)

· Free web download

· $50 slim kit (basic OS CD/ DVD + freeware CD)

· $95 complete kit on CD/ DVD

· StarOffice 6
· SunONE Evaluation SW
· Developer Studio, App server, Msg. Queue, Forte for Java
· Oracle 9i evaluation copy
· Gnome 1. 4
· Licensing fees tiered by processor count


m.
URL References

· IBB:

· www.sun.com/ibb/upgrades/ 

· REMAN:

· www.sun.com/ibb/remanufactured 

· Solaris Adoption:

· http://www.sun.com/service/support/sw_only/ 

· Sun Microsystems Finance (EAP):

· www.sun.com/leasing/ 


n.
Miscellaneous Discussion Items

· Army (ABCS) programs procure equipment through a General Dynamics contract that will have different EOL dates.  PM CHS has been tasked (separately) to provide EOL information for Army (ABCS) users.

· The Marine Corps AOG rep (Mr. Vic Cole) asked about the availability of patches for Solaris 2.5.1.  Mr. Walker replied that he has “some money” programmed for those, but does not know if it will be sufficient.

6.
Mr. Rob Walker presented updated AOG Action Item status; briefing highlights follow:


a.
AOG-0106-04 - NIMA and DISA will coordinate with Services and Agencies via MCG&I TWG and pertinent PMs to 1) identify which draft JMV APIs to accept and retain in the COE for 4.x life-cycle support, and 2) determine which programs are interested in the C/JMTK Translation Layer and what APIs it should include. (assigned to NIMA, DISA)
· Good response to survey; 500 APIs identified
· Remains OPEN - due within two months following C/JMTK contract award (source selection still in process)

b.
AOG-0201-01 – Develop and document a mechanism for managing, distributing, and notifying users of changes to the CITI compliance algorithms. (Toolkit TWG)  
· Action assigned to CITI Compliance Subgroup
· Charter of the subgroup is to:
· Agree to common set of tools/analytics to apply when testing software for I&RTS compliance
· Create baseline set of tools an analytics (i.e., interpretation of test results)
· Provide a mechanism for continuously evaluating tools and analytics for accuracy and applicability
· Provide guidance that allows software developers to attain consistent compliance test report results
· Develop a mechanism for distribution the tools, analytics, and guidance to the COE community
· Provide a list of capabilities a tool should have to meet the needs of compliance testing
· Make recommendations to the Tools TWG on products/issues related to COE Compliance testing
· Meetings of the engineering organizations for GCCS, GCSS and COE are ongoing.
· For more information about the sub-group, please contact Mike Chesser, 703.882.1430 (DSN 381), chesserm@ncr.disa.mil
· Compliance Subgroup Worksite, http://bat.wikis.com 
· Guidance will be provided as soon as the sub-group’s recommendations are complete and agreed upon.  The I&RTS Appendix B will be modified as needed.
· Remains OPEN

c.
AOG-0202-02 – Systems Management Services TWG will participate in IPv6 Working Group. (SMS TWG Chairs)

· Dr. Charles Lynch, lynch1c@ncr.disa.mil, 703-882-0063 is POC
· IPv6 DoD Meeting, 17-18 June 2002 at DISA/SKY7 Eagle Facility, Room 1N45 ( Ms. Williams subsequently attended this meeting; at this time, a draft DoD policy regarding IPv6 implementation is still being worked.
· AOG members are tasked to notify the COE Engineering Office when their COE-based programs start planning IPv6 implementation

· Recommend closure


d.
AOG-0202-04 – COE Engineering Office will publish notional 4.6 schedules.  Once AOG representatives see the options, they will provide feedback on their desired dates and implementation.  (COE Chief Engineer, AOG Representatives)
· Schedule provided at June AOG
· Recommend closure

e.
AOG-0203-02 – COE Engineering Office requested review of the User Interface Specification (UIS) v4.1 Draft

· Feedback received

· Recommend closure

f.
AOG-0204-01 – AOG members provide COE Engineering Office with a list of COE 4.x component segments currently being used on Sol 7, Sol 8, Windows NT, W2K and HP-UX 11.0 by 24 May 2002  (AOG Members) 

· Feedback received
· Remains OPEN: some input received, other input hoped for.
NOTE:  Army has a continuing tasker to inform DISA of requirements.

g.
AOG-0204-02 – AOG members document their use of JAVA1 segments on COE 3.x & 4.x by 19April 02 (AOG Members) 

· COE Engineering Office recommendation is that segments be retired and developers migrate impacted components to a later version of Java

· Feedback received

· Recommend closure

h.
AOG-0204-03 – AOG members provide feedback on the proposed format of the Java 1.4 segments by 26 Apr 02 (AOG Members) 

· COE Engineering Office recommendation is that the proposed format be approved by the AOG membership

· Feedback received

· Recommend closure

i.
AOG-0204-04 – AOG members provide feedback on the desired format of the segments containing Java 1.2 and Java 1.3 by 3 May 02 (AOG Members) 

· COE Engineering Office recommendation is that the proposed segments be reformatted if systems anticipate long term use of the Java versions

· Feedback received

· Recommend closure

j.
AOG-0204-05– AOG members provide feedback on the removal of I&RTS Appendix B item 6-8, i.e., “The segment is available on all COE-supported platforms unless otherwise approved by the Chief Engineer”, by 24 May 02 (AOG Members) 

· COE Engineering Office recommendation is that new COE component segments be provided on W2K and Sol 8, with delivery for Sol 7, Win NT and HP-UX 11.0 dependent upon customer request and available resources.
· Feedback received

· Recommend closure
7.
CPT Don Hunt (Acting Air Force AOG rep in Jay Scarano’s absence) made the following announcements:


a.
DISA’s LG Raduege will be visiting the Hanscom AFB on July 11th. 


b.
The NT Advisory Group (NTAG) will meet July 9th at Mitre Wilson building in McLean.  This will be a joint meeting with the Systems Management Services (SMS) Technical Working Group (TWG).  NT tools briefed at the SMS TWG will be briefed to the Windows users. 


c.
The Air Force would like updated status on DISA’s commercialization strategy.  Mr. Walker replied that it is still a priority and that he will provide an update at the July AOG. 

8.
Mr. Al Miller (Army AOG rep) provided Army status as follows:


a.
At the 11/12 June CEWG (Chief Engineer Working Group, formerly referred to as C2 Flagship or PM-CE Forum) meeting at Fort Hood, Mr. Miller took the action to set up a technical interchange meeting (TIM) to work the architecture for a mechanism that will allow for the injection of Army tactical situational awareness (SA) data into the Joint COP.  Mr. Miller may be working this issue in conjunction with the ongoing FIOP effort.  An e-mail announcement for this upcoming TIM will be sent out shortly.

b.
Ms. Williams announced that the next meeting of the Alerts TWG is scheduled for 25 June at CSC’s Eatontown Office.
9.
Mr. Wayne Duke (Navy AOG rep) reminded AOG attendees that he is the POC for Tiger Team type efforts.  He expects there will be another Operational Advisory Group effort in the August timeframe.  Navy enhancements to overlays will enhance ICSF-native overlay capabilities.

10.
Mr. Vic Cole (Marine Corps AOG rep) asked if anyone was familiar with DJC2.  Per Mr. Walker, this is a Deployable Joint C2 capability that will be based on a COE/GCCS infrastructure.  He elaborated that the intent of the DJC2 effort is not to create something new but rather to enhance the existing COE/GCCS infrastructure.

11.
Mr. James Eakin (acting NIMA AOG rep) announced that the next meeting of the MCG&I TWG is scheduled for 10 July at the usual Northrop Grumman IT site, and that award of the C/JMTK contract is imminent. ( The contract was subsequently awarded on 26 June.  An excerpt of the press release follows:  “The National Imagery and Mapping Agency (NIMA) today awarded a development and life cycle support contract for the Commercial Joint Mapping Toolkit (C/JMTK) to Analytic Sciences Corporation (TASC), a part of Northrop Grumman Information Technology (NGIT), the prime contractor.  In partnership with TASC are Environmental Systems Research, Inc. (ESRI); ERDAS, Inc.; Analytical Graphics, Inc. (AGI); and Great Circle Technology, Inc.(GCT) to comprise a robust contractor team.  If all options are exercised on the contract, it has a potential term of 11 years and a value of $73 million.”

Note:  During the NIMA status update, Mr. Terry Kanka (Mitre support to COE Engineering Office) made a brief statement to the effect that, "for ICSF, the DISA inclination is to go straight to native C/JMTK APIs vice using the translation layer".  Mr. Rob Walker added that he would like to set up a meeting with NIMA management within 1 week of contract award to discuss this issue.  Thus, it is critical that the services and agencies communicate to DISA their position on use/support of the translation layer. 

12.
Mr. John Whittenton (DoDIIS AOG rep) announced that the next meeting of the Security Services TWG is tentatively scheduled for 17 July 2002.

13.
The GCSS representative offered their assistance (in terms of providing lessons learned) to the COE Program Office in their transition to a program with full DoD oversight.  Additionally, GCSS may be interested in using the XIS product in the COE 5.x timeframe.

14.
Mr. Rob Walker closed the meeting with the announcement that the next AOG is scheduled for 12 July at DISA Skyline 7, 5275 Leesburg Pike, Falls Church VA, Room 1N47.  The meeting will start at 0830 hours rather than the usual 0900 start time to accommodate a luncheon for Mr. Doug Gardner, former COE Chief Engineer.  The AOG will be followed by an AOG Executive Session (ES) in preparation for the next CRCB.
















































































































































































































































































































































































































PAGE  
11

