Notes from the COE Architectural Oversight Group (AOG) Meeting, 12 July 2002
1.
Mr. Rob Walker (COE PM) opened the meeting with the following announcements:


a.
He will spend the next several months developing a Network-Centric Enterprise Services  (NCES) strategy for DISA and thus won’t be working full-time as the COE PM for the duration of the NCES task.  Day-to-day COE management issues will be worked by his deputy, Ms. Alesia Jones-Harewood and the acting COE Chief Engineer, Ms. Julie Mintz.


b.
He thanked the COE community and Technical Working Group (TWG) chairs for supporting DISA’s efforts to develop an Analysis of Alternatives (AoA) to support the COE’s transition to major acquisition program.

2.
Ms. Julie Mintz (COE Production Engineering) briefed COE Production Engineering status; briefing highlights follow:


a.
COE Release 4.6
· Release date:  12 July 2002

· Content includes Kernel Patch 4.2.0.0P7 (K42PXB), ICSF 4.5.0.3, and Java 1.4 in J2JRE 4.6.0.0 and JAVA2 4.6.0.0

· Placement of segments on DADS was delayed by need for delivery of kernel patch P7B, which supported interoperability of P7 APM servers with P6 and earlier APM clients (Corrected a version interoperability problem with APM user/groups operations.  There is still a known problem, scheduled to be fixed in P8, that requires the Windows Domain user directory to be on a PDC) 
· As new software is tested and approved, it will be placed on DADS.  The 4.6 release consists of all software approved between 12 July 2002 and the 4.7 release date.

· CM activities:

· DISA CM shipped 4.6 CDs the week of 15 July. (Note:  The CDs will not contain licensed COTS segments that went out for 4.5.)

· DISA CM is also placing all Approved and DevRelease segments on DADS starting 12 July; segments will be available on the Army’s COE Software Repository with a week to 10 days thereafter.

· Sending out release notification e-mail that includes the CD segment list

· http://diicoe.disa.mil/coe/coeeng/RELEASE_PAGES/Rel_Info.htm has the list of approved segments

· Documentation:

· Draft versions of Site Integrator’s Guide (SIG) and Software Developers’ Guide (SDG) being updated for kernel patch 4.2.0.0P7
· Draft SIG to be delivered to COE Engineering 12 July, draft SDG 2 August; documents will be made available to community after Engineering Office review – probably 2-3 weeks later.
· Formal delivery of documentation will be made in conjunction with P9; P9 addresses document usability concerns.  Please provide feedback to willia3e@ncr.disa.mil if you have suggestions for improving the documentation both format and content.

b.
COE Release 4.6 Issues
· Joint Mapping Toolkit 

· JMA/S/U 4.6.0.1 delivery delayed until mid/late July

· Needs ICSF 4.5.0.0P4 Alpha (or later) engineering drop for full functionality (i.e., the JMS Draw Module won’t work without it).

· Alerts Services

· ALTSRV, ALTCLT, ALTSDK 4.2.0.1/4.2.0.2

· Marked DevRelease because of installation issues (not easy to install and not possible to de‑install), so the segments will not be on the official COE 4.6 CDs, but will be available for download from DADS.  ( Subsequent to the AOG, it was ascertained that the de-install problem was attributable to tester error, vice a problem with the Alerts segment.
· Corrected/enhanced version now in development.

· NESSUS 4.5.0.0 on Solaris 8

· Passed testing and was approved for 4.5, but failed testing for 4.6

· Requires a library file that was a part of the end-user load in Solaris 7, developer load in Solaris 8
· Because of the 4.5 test machine configuration, the problem was not previously noticed  (apparently the test machines were not configured according to the installation instructions). 

· COE Engineering is reviewing the segment

· May try to get permission from Sun to package the file with the segment
· May modify kernel installation instructions to specify different load options
· In the interim, segment will be marked for limited distribution and an errata sheet will be issued
· WEBBr 4.6.0.0 for Windows (address all open IAVAs)

· Contains latest Netscape 4.79 version, currently being tested

· Customers should move to it, instead of 4.4.1.0, as soon as it is approved
· ONDOC 4.2.1.0

· Will support NSWEB (Netscape Browser) as well as WEBBr (Netscape Communicator) (systems may want to load both WEBBr & NSWEB since they support different versions of HTML)
· Not yet delivered

· Developer currently addressing issues with the Netscape 6.x Browser (NSWEB) on Windows (that won’t display on-line docs)

· Customers should move to it, instead of 4.2.0.0, as soon as it is approved (in approximately 2 weeks)

· TCP Wrappers 4.0.0.0

· Later versions of Solaris 8 update some configuration files with IPv6 values even if at installation time you tell it not to use IPv6, thereby causing TCP Wrappers to function improperly

· An errata sheet for TCP Wrappers has been provided that explains how to manually setup the configuration files for successful execution

· IPv6 issues are likely to impact other segments, since the operating systems are already delivering the capability.  Changes in the kernel and ICSF are necessary to enable IPv6.  Per Ms. Williams’ attendance at a recent meeting, the IPv6 working group has not made any recommendations relative to implementation of IPv6and there is no detailed technical guidance from DoD.

c.
COE Release 4.6 Support

· HP-UX 11.0

· Some of the planned segments are not included in the initial 4.6 release. They will be provided as resources permit. (DISA is hoping to minimize work on HP platforms.)
· The top priority is providing security-relevant segments.

· CST (COP Synchronization Tools) 4.5.6.0 will no longer be a GCCS mission application exclusively, but will instead be controlled by the COE Engineering office as a COE capability.)

· Initial delivery to COE will be 26 July

· Follow-on deliveries will match the ICSF schedule, with the first delivery in parallel with 4.5.0.0P4, the next with 4.5.2.0.

· CST will work with both the maintenance and the feature ICSF baselines. (feature releases are indicated by the presence of a non-zero digit in the third position of the version number – at least for ICSF)
· ICSF 4.5.0.3 Patch Strategy

· ICSF will be patched with 4.5.0.0P4, to be delivered 17 October

· 4.5.0.0P4 will be delivered only for Solaris 8 and Win2K
· 4.5.0.0P4 Alpha is available for HP-UX 11.0, but that is the last planned ICSF patch for HP-UX

· 4.5.0.0P5 for Solaris 8 and Win2K will be delivered if necessary to support system integration activities

· No additional patches are currently planned or resourced

· ICSF 4.5.2.0 (feature release)
· Will be delivered only for Solaris 8 and Win2K

· Support for additional operating systems dependent on demand and available resources. Delivery would be scheduled for after 4.7.


d.
COE Release 4.7 Planning
· XDBI (eXternal Database Integration)

· Archiver originally planned as reference implementation, with assumption that systems would tailor versions for their own use.  However, the I3 program is funding Track Archiver modifications needed for Informix support, and this I3-tailored version appears to meet all joint community requirements.  Thus, it is now planned to be the official COE reference implementation.  
· COE Engineering will reengineer the track broker for 4.7

· Will support multiple archivers, modify COE archiver to support system-specified archiving parameters, enable COE Common Track Data Store to co-exist with system-unique data stores.  Event notification capabilities also to be provided.
· Changes will provide systems with standard, reusable components and the ability to support system-unique requirements

· For post-4.7 changes, COE Engineering will coordinate a process for managing XDBI requirements.  COE Engineering solicits service/agency participation in the requirements definition process.  Please coordinate your requirements with Ms. Tayna Buck (tbuck@cs3mail.monmouth.army.mil)
· JMTK

· To make development integration with ICSF easier, the 4.7 JMTK delivery will include a new JMS Draw Module (JDM) segment

· ICSF

· The freeware jar files used by ICSF (and  mission applications that run in its JVM) will be moved to a separate segment

· The contents, location, and impact on ICSF mission applications will be documented later this summer.
· The target Java for ICSF 4.5.2.0 is Java 1.4.1 (has better garbage collection and heap management that should improve performance). ICSF will run in that JVM but will not use any 1.4.1-unique syntax.


e.
Java 1.4.1 Support Issues

· Be aware that Sun may make major changes in hardware/software support with minor JRE releases

· From http://java.sun.com/j2se/1.4.1/relnotes.html#motif :


“The SolarisTM 2.6 Operating Environment is not a supported platform for J2SE 1.4.1.  One ramification of this is that support for Motif 1.2 in the J2SE 1.4.1 platform has been dropped.”

· Beginning with J2SE 1.4.1, the Java HotSpot Server VM does not support operation on chips with SPARC® v8 architecture. The Java HotSpot Client VM does support operation on SPARC v8 platforms

· The SPARCstation® family of processors, including the SPARCstation Workstation, SPARCstation Classic, SPARCstation 2, SPARCstation 4, SPARCstation 5, SPARCstation 10, SPARCstation 20, and SPARCstation® VoyagerTM processors, are affected by this change.

f.
Kernel Patch P9 Interoperability Support 

· P9 will address the following high-priority GSPRs:

· Profile selection can use redundant domain controllers

· Provide routines within APM to prevent the COE kernel’s common data store (CDS) from getting out of sync with the OS

· Provide ability to resynchronize CDS with the OS

· To support these capabilities, P9 will add some attributes to the user & group objects in CDS

· These will NOT affect patch level interoperability between APM Client, Master APM Server or Local APM Servers (originally, there was a possibility that the extension of the user and group object classes would require that all clients be at the same patch level as the master – apparently, the Engineering Office has decided this would not be acceptable)

· To take advantage of profile selection from redundant Unix/Windows domain controllers:

· The domain controller must be at P9

· The redundant domain controllers must be at P9

· The client workstations requesting profile info must be at P9

· Operations at all patch levels will continue to be supported:

· Master APM Server continues to manage a single domain controller & hosts, regardless of patch level within an administrative domain

· Client workstations at lower patch levels can continue to use all domain controllers for OS login, but can only use the primary domain controller for profile selection

· Procedures to update an administrative domain in an orderly fashion will be provided in the P9 SIG

3.
Mr. Wayne Duke (representing Navy) presented an update of the COE 4.5 Tiger Team effort; briefing highlights follow:


a.
Tiger Team Focus during June
· Completion of regression testing on 4.5.0.3 and associated COE baseline components

· Delivery and test of ICSF 4.5.0.0P4A

· Delivery and test of updated CST segments

· Coordination/planning for upcoming GCCS/GCCS-M integration and test efforts


b.
Regression Testing
· Successfully completed full regression testing of ICSF 4.5.0.3 on top of final (?) COE 4.6 components

· Completed testing of Kernel Patch 7A and APM in an heterogeneous Unix/W2K environment

·  A number of issues identified and working with JPL to resolve in P8

·  Test report available

· Final JMS/A/U versions for 4.6 were not available for test

· ICSF 4.5P4A environment fix needed to support validation/test of remaining high priority software trouble reports (STRs)


c.
ICSF 4.5.0.0.P4A Delivery and Testing
· 4.5P4A delivered 18 June

· Completed STR fix validation and targeted regression testing

· All but one of 50 fixes successfully passed testing/closed

· Identified issue concerning Unit tracks not being sent out over CST

· Initial spot fix deliver 25 Jun appeared to address problem

· On additional testing, however, discovered TDBM spiking problems that were associated with the implemented fix

· Updated spot fix delivered and successfully tested 8 July

· Fixes will be included in P4B

· Still finding occasional ICSF priority 1s and approximately 4-6 priority 2 STRs per week as testing continues

· A good number of these are related to interaction with CST

· Fixing these issues is cutting into resources to fix priority 3 STRs


d.
CST Delivery and Testing
· Multiple engineering drops of CST delivered and tested

· Approximately half of initial 8 priority 1 STRs and 4 priority 2 STRs corrected, however, as additional testing is conducted, more issues are identified (primarily data loss related)

· Currently 8 priority 1 STRs and 7 priority 2 STRs open

· Beyond STRs identified against the CST segment, many of the CST related issues have resulted in STRs against ISCF (3 priority 1 STRs and 16 priority 2 STRs)

· CST version to be delivered post 4.5P4B will attempt to address all open priority 1/2 STRs

· Based on past history, expect numerous additional CST engineering drops and CST-related fixes in each ICSF patch will be required to address all the CST-related issues


e.
Joint Integration & Test (JIT) for upcoming GCCS/GCCS-M activity

· Conducted several coordination telecons with GCCS, GCCS-M, DISA, and COE-M

· Goal is to use the combined assets to more efficiently and effectively conduct system integration of COE 4.6 based deployable systems (GCCS & GCCS-M)

· All parties arrived 7 Jul, but actual “integration” efforts will not start until week of 15 July

· Working issue to test coordination, base loads, CM, etc….

· CCB (Configuration Control Board) will be conducted at least weekly on all COE and mission applications with results published and all applicable STRs sent to DISA for review at PCRB

· There is no plan to generate regular “status” reports, but will provide lessons learned updates to JIT mailing list as applicable

4.   NSA presented information which is not reflected in this file as NSA directed the information not be placed on any website.

5.
Mr. Fritz Schulz (COE Engineering Office) briefed COE Kernel Commercialization Efforts; briefing highlights follow:


a.
Definition of Commercialization
· Ideal Goal State:

· Fully integrated Application Platforms that satisfy COE Compliance Criteria are available directly from Industry

· GOTS elements disappear; requirements are satisfied by COTS platforms

· Platform vendors have access to C2 market

· Products meet DOD Program expectations


b.
Platform Management

· Three classes of platforms: 

· UNIX ‑ Solaris, HP/UX

· Windows ‑ NT, Windows 2000

· Linux ‑ LSB (Linux Standards Base)
· Agree on Similarities Across Types (examples)

· GUI-based user interface

· Interoperability:  Information is shared across the internet

· Account Management, Profiles, Security, etc.

· Agree on Differences Among Types (examples)

· Specific GUI solutions (Appearance, Behavior, Layout)

· Installation Technology and Segment/Package Format

· File Sharing:  UNIX NFS/Microsoft Share Drives


c.
Platform Compliance

· 5 BASIC ELEMENTS 

· I&RTS Compliance

· Process/Runtime Environment Defined
· Standards for Interoperability

· Standards Compliance

· X Windows/Motif/CDE
· POSIX
· TCP/IP
· GOTS Compliance

· Accounts & Profile Mgmt
· S/W System Installation
· Security Compliance

· Default Security Level (use NIAP criteria/process) Note:  NIAP = National Information Assurance Partnership; for more information, see http://niap.nist.gov/
· Interoperability Demonstrations

· Works within the COE Community at large


d.
GOTS Elements
	Criteria
	Windows-Specific
	UNIX-Specific
	Linux-Specific

	System Mgmt Services
	OS and kernel tools
	OS and kernel tools
	OS tools

	Account & Profile Mgmt
	Java APM Client/Server
	Java APM Client/Server
	OS tools

	Documentation (HTML/PDF)
	OnDoc & WEBBR
	OnDoc & WEBBR
	HTML Docs

	Segment Installer
	COEInstaller, COESegInstall
	COEInstaller, COESegInstall
	RPM (Remote Package Manager)

	Run-Time Tools
	COEPrompt, COEAskUser, etc.
	COEPrompt, COEAskUser, etc.
	Native Tools

	Developer Tools
	Developers’ Toolkit, DIITools.lib
	Developers’ Toolkit, DIITools.lib
	Native Tools

	Kernel APIs
	DIITools.lib, libCOEAPI.lib
	DIITools.lib, libCOEAPI.lib
	N/A

	CDS APIs
	CDS.lib
	CDS.lib
	N/A



e.
Exit Criteria
	– Exit Criteria –

Availability of:
	Windows
	UNIX
	Linux

	Engineering-Grade Platform Specs
	?

(DISA wading thru SDK)
	ISO 9945 2001
	LSB Specifications

	DOD External Specification Mgmt Forum
	Microsoft Corporate
	IEEE and Open Group
	Linux Standards Base (LSB)

	Conformation Test Technology

	Microsoft Hardware Compatibility Tests
	IEEE and Open Group Test Suites
	LSB Test Suites

	DOD External Test / Certification Authority
	Microsoft Hardware Compatibility and Logo Programs (+ NIAP?)
	IEEE Validation Program and Open Group

(+ NIAP?)
	LSB

(+ NIAP?)


	COTS Installer and Package Format
	JBCI (considering MSI)
	JBCI (considering RPM)
	JBCI (considering RPM)

	“System Building” COTS Tools replace GOTS
	?
	?
	?

	“Field-able” Reference Implementation
	?
	?
	?



f.
Transition Schedule

· Java-Based COE Installer (JBCI) Available August 02

· Phase Out KPC Validation Service – 1 October 02  ( Note:  This does not mean that DISA plans to do away with the KPC program.  DISA will no longer perform the testing (or results validation) of KPC platforms, but OS vendors may pursue the IEEE Validation Program and Open Group process.

· Commercial Installer Recommendations to KTWG – 14 November 02

· Security Recommendations to KTWG – 14 November 02

· HOSTS-based “type 1” testing

· NIAP-based “type 2” testing 

· Commercialization complete - 1 October 03



Discussion:  Ms. Reisch (Air Force rep to the Kernel TWG) recommended adding another subgroup to address and formulate APM issues/recommendations; Mr. Schulz and the other AOG attendees agreed this would be a good idea.  Ms. Williams asked Mr. Schulz how he would rate the chances of DISA’s success in pressuring COTS OS vendors to include in their “plain vanilla” products the military utility functionality currently provided by the COE kernel.  Mr. Schulz replied that it is DISA’s objective to transition the COE kernel to industry, and that only time will tell how much of that objective can be attained.  Mr. Rob Walker added that DISA’s intent is to “peel back the onion and decide what to keep and what to transition to industry”.  (The implication of Mr. Walker’s statement is that there may always be a COE kernel, although it may be a very thin service layer.)  On a related topic, there is now an alpha/partial Linux kernel available for evaluation; if you are interested in obtaining a copy, please send an e-mail request to willia3e@ncr.disa.mil .
6.
Mr. Jesse Pirocchi (Mitre support to COE PM) briefed the Joint Force Command & Control (JF C2) Context Overview – COE involvement in joint initiatives.  This briefing will be presented at the next meeting of the COE Configuration Review & Control Board (CRCB); highlights follow:


a.
JF C2 Improvement Initiatives

· 1 April 02, JROC (Joint Requirement Oversight Committee) directed IS JWCA (Information Superiority Joint Warfighting Capabilities):

· in conjunction with JFCOM, to coordinate and synchronize for JROC all aspects of JF C2 (Joint Forces Command & Control) including Interoperability of Critical Legacy C2 Systems, and GCCS, DJC2 (Deployable Joint Command & Control), and SJF HQ (Standing Joint Force Headquarters) development

· to produce by September 02 a JF C2 Operational Concept for FY 05

· to produce by January 03 an Operational Concept for Future JF C2 that is integrated with emerging DM and PE Operational Concepts

· Chairman’s Challenge

· Guidance:

· Develop Standing Joint Force HQ as key to Transformation
· Establish Standardized C4ISR Interfaces
· Develop “Plug and Play” Interoperability
· Captured in DPG (Defense Planning Guidance) 04:

· “Regional Combatant Commands will establish SJF HQ by 2005…”
· But…

· Current integrating processes are not synchronized and organized to support this goal
· Funding streams also do not currently support it

b.
Family of Interoperable Operational Pictures (FIOP)

· Goal:

· “provide an all-source picture of the battlespace containing actionable, decision-quality information to the warfighter through a fusion of existing databases…” (JROCM 156-01, 17 October 01)



c.
FIOP Task 1.1 – Description & Deliverables

· Description

· Provides the capability to plan, execute, and assess theater-wide combat operations—a common, all-source picture and “mission managers” (ADOCS-like functionality) to horizontally and vertically coordinate, assess, and execute timely actions within and among components

· Deliverables

· Increment 1:  Joint Execution Tool (ADOCS Based) to beta sites

· Increment 2:  COE-based Joint Execution Tool mission application for inclusion in TBMCS/GCCS baselines (essentially a re-engineered ADOCS)


d.
Task 1.2 – Description & Deliverables

· Description

· Accelerate Development of Tactical Common Operating Environment (COE) Workstation to provide interactive tactical and operational pictures on mobile platforms

· Deliverables:

	FY02
	FY03

	· C2PC Gateway with COE 4.x interface
	· Windows-based tactical COE architecture

	· C2PC 5.9 segmented
	· COE tactical workstation SRS

	· COE COP Client disconnected gateway

· COE downscaling analysis
	· COE tactical workstation software segments

· Tactical functionality defined by IPT rqmts review

· Army/USMC VMF Interface

	· Functional requirements baseline for tactical workstations


	· COE tactical workstation core support services APIs





e.
Task 1.3 – Description & Deliverables

· Description

· Improved Joint interoperability through enhancements to software used in VMF messaging

· Initial Deliverables (FY02 Funding)

· New JVMF 47001 B/C header encoder/decoder segment with GZIP capability and enhance Universal Communications Processor

· New Joint System Initialization Database and Database Server

· ABCS/JCDB Update tool

· Enhanced Command and Control Registry (C2R) and COE Message Processor (CMP) segments

· Enhanced COE Message Processor (CMP) segment ( Note:  Must be integrated w/COP
· Enhanced Track Management System (TMS) correlation algorithm

· Initial Deliverables (FY03 Funding – Draft tasks subject to changes and additions)

· Autopost software segment

· Autofill software segment

· Modifications to JCDB APIs 

· Development of software architecture/APIs

· JCDB-based COE DB segment


f.
FIOP Task 2 (FY04-09) Subtasks (Note:  127 Interoperability Issues were reduced to these 9 tasks)

	FOCUS
	SUB-TASK

	2.1.1
	Blue Force Picture

	2.2.1
	Red Force Picture Distribution

	2.3.1
	Precision Fire Support

	2.3.2
	Targeting Interoperability

	2.4.1
	Ground Moving Target Indicators

	2.5.1
	Tactical Data Link Integration

	2.6.1
	Weather Services

	2.6.2
	Situational Awareness Interoperability

	2.6.3
	Network Based Services



g.
The “Big Picture” – Summary of Emerging JF C2 Funding Shortfalls
· FIOP Task 1 and Task 2 (Note:  Task 1 is fully funded)

· Funded - $60M (FY 03-07)

· Unfunded – $166.2 M (FY 04-09)

· JI&I Phase I (GCCS C2 & SA Improvements)

· (Unfunded - $15.5 M FY 03 (to DISA))

· Unfunded - $71 M (FY 04-09) (to DISA)  (JI&Is $47.5 M + DISA $23.5 M )

· JI&I Phase II (IM/IA)

· Funded - $8.3 M (FY 03-04) (From Transition Funds)

· JI&I Annual CINC Survey (Emerging FY 02 results)

· (Unfunded - Tentatively $ 7M FY 03)

· Unfunded - Tentatively $ 60M ($10 M/year) (FY 04-09)

· DISA Joint C2 Improvements (Transformation Roadmap)

· Funded - $714 M (FY 04-09)

· Unfunded - $373 M (FY 04-09)

· In addition to JI&I recommendations – no overlap
· Total Unfunded JF C2 Requirements - $ 671.2 M (FY 04-09)

· Note: These are development and integration costs only and do not include costs of implementing C2 improvements.  Those costs are borne by services – rough order of magnitude - $ 200M / Service for FY 04-09


h.
What does Increased Funding Buy?

· Significantly improved C2 capabilities for Warfighting Combatant Commanders and units by FY 09:

· Improved Situational Awareness:

· Blue and Red Force Tracking and Targeting
· Battlespace Visualization and Track Management
· Improved Force Planning and Decision Support Tools

· Improved Collaborative Planning and Execution Management

· Much more robust C2 Infrastructure

· Critical Legacy C2 Systems Interoperable by FY 08

7.
Mr. Ed de Villiers (Ground C2 PM MARCORSYSCOM) briefed an overview of FIOP Task 1.2 Status – Tactical COE Workstation; highlights follow:


a.
Overview
· FIOP Goal - “provide an all-source picture of the battlespace containing actionable, decision-quality information to the warfighter through a fusion of existing databases…”

· Task 1.2 - accelerate development of Tactical COE Workstation to provide interactive tactical and operational pictures on mobile platforms

· Purpose - provide a COE infrastructure to support tactical operations while providing a system capability to distribute COP data between the tactical and operational levels of warfighters. 

· Linked to the FIOP Task 1.3 – VMF in the COE – which provides COE-based systems of record (e.g. GCCS) the ability to natively send and receive tactical information and insert it into the COP.

· Task Lead – United States Marine Corps


b.
Tactical Workstation & Environment
· A system that can operate in a “tactical environment” in either a networked or stand-alone mode (Not purely a client.)

· Tactical Environment:

· Communications:

· Low bandwidth – 2.4 Kbps – 56 Kbps
· Unreliable – Up to 50% downtime
· Mainly Line of Sight (LOS) 

· Infrastructure

· Mobile – carry your infrastructure
· Must operate within platforms (HMMWVs, Tanks, AAAVs, etc.) 

· Weight and Power Consumption must be minimized
· Little/No technical support – military personnel must use it, train it, maintain it. 

· Operations

· Tactical echelons – Div/Regiment/Brigade and below, assault craft, TACPs, etc. 

· Time critical – must do both planning and execution quickly
· Large number of entities and platforms moving at various speeds
· Geographically diverse – from meters to hundreds of miles apart. 


c.
Critical Requirements
· FIOP 1.2 IPT developed critical requirements in major areas, such as: (General Requirements – C2PC SRS provides greater detail)

· Operating Environment

· Windows NT/2000
· hardware that is low-weight/low power/ruggedized (current target – Pentium III 500MHz, 128 MB RAM) 

· Track Distribution

· Must view and feed the CTP/COP – Directly Interoperable
· Can operate disconnected from data sources (maintaining and distributing edits)
· Distribute information peer-to-peer as well as client/server. 

· Communications

· Optimized for low bandwidth and intermittent communications
· Must use current standards to share CTP/COP and messaging between tactical service systems (e.g. VMF, USMTF and MIL-STD-2045-47001) 

· Mapping

· Development Environment

· Must support different functional areas to some extent (fires, Intel, maneuver, logistics, force protection, etc.) 


d.
Current Status
· Have established and executed process to determine environment, critical requirements, and options for a Tactical COE Workstation 

· Options

· Migrate C2PC 5.9 to COP Client (Hardware and funding/schedule problems) 
· Two workstation types – operational and tactical. C2PC accepted as a COE mission app as the Tactical COE Workstation

· Status Quo – C2PC remains under Marine Corps control. COE would only have the COP Client

· C2PC 5.9 becomes the COE COP Client and Tactical Workstation (Not supported by any party – logical opposite of Option #1) 
· Build a new Client/Workstation that fulfills both operational and tactical requirements (greater funding/schedule issues than option #1) 
Note:  The emphasis/focus is on the second and third options above.

· IPT selected (by a 4-to-1 vote) the option of C2PC 5.9 being the Tactical COE Workstation

· COE Mission Application

· The software is in the COE and is distributed by the COE office. 

· Programs are *not* required to use the software. 
· APIs are not under COE configuration management. MOA between DISA and Marine Corps remains to be developed and signed
· Complimentary to Operational Workstation (COP Client)

· FIOP 1.2 IPT defined the Tactical Environment and Critical Requirements

· Tactical COE Workstation is for systems …

· used in a “tactical” environment
· meeting critical requirements as defined in the FIOP 1.2 IPT
· Executing FY02 Objectives

· C2PC 5.9 Development

· COE 4.x Gateway and Client
· All 4.x track types
· XML Overlays
· Backwards compatible with 3.x servers
· COP Client Development

· Disconnected Gateway functionality – 
· Mostly funded by DISA
· Design differences between C2PC and COP Client implementations
· Formal Analysis of Migrating C2PC Functionality to COP Client:

· Main Questions
· Can COE be downsized to run on target hardware
· Cost to migrate (within FIOP budget?) 

· Time to migrate (programmatic issues with systems of record?)
· Qualitative answer from developers is NO
· Analysis will give quantitative answer – why not. 
· FY03 Development List Being Developed

· Possible Tasks

· FBCB2/MCS interoperability with Tactical COE Workstation
· Complete MCS/C2PC ICD on Tactical COE Workstation
· Red Force Distribution (VMF K05.19 Entity Message)
· JCDB Interface (GCCS-A is assisting with this effort)
· Unit Aggregation for Display
· Increased MIL-STD-2525B Tactical Graphics Support
· Study on Migration from ATLAS to CJMTK
· XIS Compatibility Layer (Army) 

· ICSF Compatibility Layer (Navy) (This is a prototyping effort to allow Navy 4.x COE-based applications to run on a COE 3.x-based platform.)
· Documentation
· Software Requirements Specifications/Software Design Descriptions
· Interface Requirements Specifications/Interface Design Documents
· Currently getting ROMs

8.
Mr. Rob Walker presented updated AOG Action Item status; briefing highlights follow:


a.
AOG-0106-04 - NIMA and DISA will coordinate with Services and Agencies via MCG&I TWG and pertinent PMs to 1) identify which draft JMV APIs to accept and retain in the COE for 4.x life-cycle support, and 2) determine which programs are interested in the C/JMTK Translation Layer and what APIs it should include. (assigned to NIMA, DISA)
· Contract has been awarded – see ensuing presentation from NIMA.
· NIMA to brief update at Sept AOG
· Remains OPEN

b.
AOG-0201-01 – Develop and document a mechanism for managing, distributing, and notifying users of changes to the CITI (COE test entity) compliance algorithms. (assigned to Toolkit TWG)  
· Action assigned to CITI Compliance Subgroup
· For more information about the sub-group, please contact Mike Chesser, 703.882.1430 (DSN 381), chesserm@ncr.disa.mil
· Compliance Subgroup Worksite, http://bat.wikis.com 
· Proposed date is October 2002
· Remains OPEN

c.
AOG-0206-01 – SSC-SD provide a white paper on the testing tools used by the Tiger Team and the new tools being evaluated for use by 5 July 2002.  (SSC-SD, SPAWAR Systems Center – San Diego))

· Paper emailed to AOG 

· Closed


d.
AOG-0206-02 – AOG Members provide feedback to COE Engineering Office on plans to use LynxOS realtime kernel by 5 July 02
· No positive feedback received
· Closed

e.
AOG-0206–03 AOG Members keep the COE Engineering Office apprised as to what segments their systems are using for each OS.  Unused segments may be dropped from the baseline.  Ongoing Action Item.  (AOG Members)


f.
AOG-0207-01 – COE Chief Engineer to address the segment numbering scheme for ICSF, Kernel, etc., and provide a briefing at the September 2002 AOG.  (COE Chief Engineer)
· Open


g.
AOG-0207-02 – Mr. Fritz Schulz to provide AOG-ES a copy of the updated COE compliance criteria when available (Mr. Fritz Schulz)

· AOG members should provide feedback to DISA via their representatives to the Kernel TWG.
· Open

h.
AOG-0207-03 – AOG members to provide NIMA with an updated list of COE Systems by 31 Aug 2002.  See para. 9.i. below for the list of Army COE systems.  Include the following information:  a) System Name, b) POC (Name, Organization, Telephone, Email address, c) Estimated number of seats, and d) Schedule (begin integration, fielding) for migration to C/JMTK (estimated date if unknown) (AOG Members)

· Open

i.
AOG-0207-04 – AOG members identify those interested in prototyping/early migration to the C/JMTK.  Provide NIMA with system name and contact information by 31 July 2002 (AOG Members)

· Open

j.
AOG-0207-05– COE Chief Engineer establish a LINUX COE Newsgroup (COE Chief Engineer) 

· Closed; the official name of this NewsGroup is “COE Linux Reference Platform” (http://diicoe.disa.mil/coe/newsgroups/ )
9.
LCDR Brent Morgan (NIMA) presented an overview of the C/JMTK contract award; briefing highlights follow:


a.
C/JMTK Acquisition Goals
· Acquire the standard Geospatial Visualization tool for the COE

· Replace (to the extent feasible) the Government-developed JMTK

· Target:  DII COE Version 5.0 (currently Apr 04)

· Two-Phased Acquisition

· Special Studies, Engineering & Prototyping
· Life Cycle Support - Three separate licensing options
· Recommend the standard Geospatial Visualization tool for the entire imagery and geospatial community


b.
Winning Offeror
· Prime
· TASC/NGIT - Chantilly VA
· Subcontractors: 
· ESRI
· ERDAS, Inc.
· Analytical Graphics Inc. (AGI)
· Great Circle Technology (GCT)
· Contract Value - $73M

c.
Key Contract Features
· Engineering Phase I:   3 years

· COE Compliance

· Tailoring to meet DoD‑specific requirements

· Development of Translation Layer

· Prototyping 

· confirm functional capability
· testing and certification
· reduce migration complexity
· Years 2 and 3 – Migration Support
· Phase II Awarded after Certification

· Life Cycle Support – Phase II - 10 Years

· Toolkit Option - Replace the current JMTK

· Unrestricted toolkit licenses for DII COE users
· C2I, DODIIS and GCSS
· Additional cost only for facilities, environmental, range management & other non-C2I programs 
· Life Cycle Support
· Maintenance, training, distribution, technical support, upgrades, etc. 
· Extended User Community Option

· Application Licenses (both within and outside of DII COE) 

· Basic Purchase Agreement
· Life Cycle Support
· Foreign Military Sales (FMS) Option

· Covers both Toolkit and Applications
· Products

· Core toolkit from ESRI

· ArcView/ArcObjects framework

· Functionality from Spatial Analyst, 3D Analyst, Military Overlay Editor (MOLE)

· Extended by ArcSDE database engine, ArcIMS Internet Server

· Included in COE Delivery – no cost to users
· Supplemental products from ERDAS and AGI

· User funded

d.
Functional Capabilities
· Full Commercial replacement for JMTK

· 95% of minimum requirements met with existing capabilities

· 200% capability increase over JMTK V4.2

· 3 Dimensional visualization

· Improved Performance


e.
Supplemental Products – Extended User Community
ESRI Products

	ArcInfo**
	ArcEditor
	ArcView

	ArcGIS 3D Analyst
	ArcGIS Spatial Analyst
	

	ArcGISGeostatistical Analyst
	ArcSDE
	

	ArcIMS
	MOLE
	ArcPad

	MOJE
	
	


ERDAS Products

	IMAGINE JMTK Bundle Upgrade to IMAGINE Professional

	Imagizer Toolkit 
	Radar Mapping Suite

	Orthobase (Windows)
	Stereo Analyst (Windows)


AGI Products

	STK/Professional
	STK/Connect

	STK/Visualization Option Standard and Advanced

	STK/Pro/AVO Bundle
	HREI-GeoSphere

	HREI-Basic FOTE
	HREI- Adv FOTE

	HREI- Planet Earth
	



f.
Key Proposal Features

· Schedule

· Approximately 1 year engineering & prototyping phase

· Delivery to COE Mission Application developers in COE Version 5.0 – Apr 04

· 18 to 24 months for integration and fielding

· The current JMTK product will continue to be supported throughout the COE 4.x life cycle


g.
Collaboration Opportunity

· NIMA seeking collaborators in the near-term for early migration from GOTS JMTK to the COTS JMTK.

· These early prototypers will establish, for those who follow:

· Integration standards & practices

· Certify functional capabilities through real-world use

· Simplify future migrations


h.
Collaboration Approach

· NIMA responsibilities 

· C/JMTK contractor site visit & plan development

· prototyping/development licenses

· C/JMTK product SMEs (subject matter experts)

· Collaborator

· System developer resources for integration

· Plan development

· Migration re-engineering

· Prototyping Licenses

· 60 available for allocation among community

· NIMA soliciting information from user community on requirements

· Plan in work for additional licenses


i.
Actions Needed

· C/JMTK Contract includes definition of COE user community

· unlimited toolkit use on COE platforms in embedded Command, Control & Intelligence (C2I) Mission Applications

· Including, but not limited to, DoDIIS and GCSS

· Additions to current system list (provided below) allowed within 90 days of contract award (25 June)

· Upon written notice, additional C2I systems may be added at no additional cost

· Additional cost only for facilities, environmental, range management & other non-C2I programs 

· Addition of simple GUI for generic geospatial visualization tool not allowed (must be imbedded in Mission Application) 
· ACTION ITEM:  AOG Members need to update list of COE Systems and identify early collaborators by providing the below-specified information.  Army POC for gathering this information and providing to NIMA is Mr. Tod Lloyd, 732.427.3454 (DSN 987), william.lloyd@c3smail.monmouth.army.mil ; suspense is ASAP.  Current list of Army COE systems in NIMA’s contract:  AALPS; ACGS; AFATDS; AMBISS; AMDWS; AMDPCS; AMPS; NGSC-52; ASAS; ASD; ATCS; ATLAS; BCTP; BMC3; BSM; INC CSA; CNCMS; CNPS; CR/HMS; CSCE; CSSCS; CTIS; C4IJM; DCARS; DTSS; FATDS; FAAD C2I; FIRESTORM; GCCS-A; CGSS-A; IBDAS; IMETS; ISYSCON; LW; MCCCC; MCS; MFCS; PEGEM; RCAS; SAS; TAIS; TCAIMS; THAADBMC3I; TPSOPS; TSIU; UAV; and WARSIM.
· System Name

· POC (Name, Organization, Telephone, Email address) 

· Estimated number of seats

· Schedule for migration to C/JMTK (estimated date if unknown) 

· Begin integration
· Fielding
· NIMA will consolidate and add to contract (24 Sep 2002) 

· Distribution of C/JMTK must be limited by Services to listed systems unless prior written notice provided

· Licensing

· 60 prototype licenses available for allocation across community during Phase I

· Unlimited licenses available after certification and Phase II award

· Need to identify all systems desiring to participate in prototyping, testing or migration prior to Phase II

· Strategies in work to address pre-Phase II license requirements above 60 allocated  (if needed)

· Additional Information

· www.jmtk.org 

· www.futureCJMTKsiteaddress (TBD)

· NIMA plans to hold a User/Developer Conference in the Washington, D.C. area in late August or early September.  Please contact Tod Lloyd for details and to be placed on the attendance roster.

10.
Army status was provided as follows:


a.
Due to the complexity and flexibility provided by the suite of C/JMTK products, Army requests that DISA/NIMA consider providing detailed implementation guidance to avoid interoperability problems.  AOG consensus was that this would be a good topic for the upcoming C/JMTK Users Conference.

11.
Mr. Wayne Duke (Navy AOG rep) expressed Navy’s concern about DISA’s proposal to drop (or scale back) support for the HP-UX platform without the Linux fallback firmly in place.  He also re-stated Navy’s requirement for the ICSF 4.5 maintenance baseline on HP-UX.

12.
Mr. Rob Walker closed the meeting with the announcement that there will be no AOG in August; the next AOG is scheduled for 6 September at DISA Skyline 7, 5275 Leesburg Pike, Falls Church VA, Room 1N47.  The CRCB meeting scheduled for 31 July has been postponed due to unforeseen scheduling conflicts.  The NEW CRCB date is 28 August 02 at 1300 hrs in room 1W43 in the DISA EAGLE building. 
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