Notes from the COE Architectural Oversight Group (AOG) Meeting, 6 September 2002
1.
Ms. Alesia Harewood–Jones (Deputy COE PM) opened the meeting in Mr. Rob Walker’s stead. 
2.
Ms. Julie Mintz (COE Production Engineering) briefed COE Production Engineering status; briefing highlights follow:


a.
Unified Build 3.0.2.5P14
· Delivered 26 August
· Currently being tested at SSC-SD
· Some errors found during testing may require redelivery
· Plans and schedule for redelivery are under discussion

b.
Kernel Status
· Kernel Patch 4.2.0.0P8
· Beta 1 made available 9 August
· Beta 2 planned 6 September
· Formal delivery planned 18 October
· Kernel 4.2.0.9, Kernel Patch 4.2.0.0P9
· Beta 1 planned 15 November
· Beta 2 planned 2 December
· See associated spreadsheets at the end of these AOG minutes for planned content – plans are to provide the AOG with monthly spreadsheet updates.

c.
ICSF 4.5.0.0P4 Status
· Maintenance baseline, patching 4.5.0.3  ( All ICSF-fielding programs have agreed to move to ICSF version 4.5.2.0; 4.5.0.3 is being patched to support an October 2002 ABA Demo.  ( Subsequent to the AOG meeting, it was determined that the patch would not be needed after all, so it has been scrapped.
· Navy agreed to move to feature baseline
· 4.5.0.0P4 Charlie (delivered 26 August) last maintenance delivery
· 4.5.0.0P4 Charlie software will be formally delivered as 4.5.0.0P4

d.
ICSF 4.5.2.0 Status
· Feature baseline 4.5.2.0 will be part of COE 4.7
· Schedule being updated to support additional engineering drops
· 4.5.1.1 Alpha* engineering drop planned 3 October
· 4.5.1.1 Bravo* planned 31 October
· 4.5.1.1 Final* planned 6 December
· 4.5.2.0 Formal planned 10 February
* - Version nomenclature may change

e.
Additional 4.7 Segments
· JAVA2 4.7.0.0, J2JRE 4.7.0.0
· Will contain Java 1.4.1
· Will be used by ICSF 4.5.2.0
· Will be delivered once Java 1.4.1 moves to production status (expected late September)
· Beta being tested by ICSF developer
· COMJAR 4.7.0.0  ( Ascertain impact, if any, to Army Alerts product; e.g., there will now be a separately packaged “regular expressions” jar file, etc.
· Contains “common jar” files used by ICSF and XIS
· Will be used by ICSF 4.5.2.0
· Will be delivered after validation by ICSF developer and resolution of version and license issues
· W2KCET 4.6.0.1  ( This new security template should be used for integration testing.
· Provides domain policy
· Planned delivery 30 September to DISA
This new template should not impact segments themselves, but rather the actions required of system administrators.


f.
BEA WebLogic
· Version 6.1SP2 is on the COE 4.6 build list (BEAWLS 4.6.1.0)
· Per vendor request, segmented software will be available from vendor directly, not from DISA CM or the Army COE Software Repository
· DADS link (i.e., Army COE Software Repository) will provide vendor POC information
· Vendor will provide segmented software after receiving proof of license
· This model of distribution may be used for other items in the future, e.g., for fully abbreviated COTS products (i.e., the COTS product itself is imbedded in the segment)
NOTE:  There is no DoD-wide or COE-wide enterprise license in place for this product.  At the last CRCB, it was noted that DISA has only 10 development licenses for each of the GCCS FoS systems, and no runtime licenses at all.


g.
Java Based COE Installer (JBCI)
· Goal of JSR 38 (application installation API specification) was to encourage commercial installers to support COE packaging concepts
· JBCI is an installer implementation that uses the JSR 38 APIs to provide support for COE installer keywords
· Purpose of JBCI is to provide a reference implementation for the platform compliance program, unencumbered by intellectual property rights
· While JBCI will be packaged with the 4.2.0.9 kernel, it is not intended as a replacement for the COE installer for the COE 4.7 reference platforms (Windows 2000 and Solaris 8)!!!

h.
COE Guidance Update
· I&RTS 4.2 will not be formally released!!!
· Applicable information will be covered in interim NCES guidance
· COE User Interface Specifications (UIS) 4.1 delivered to DISA 5 September; the document will eventually be available at:  http://diicoe.disa.mil/coe/coeeng/REFERENCE_PAGES/RefMaterial.html 
· Addresses Windows 2000 and Section 508 issues
· References I&RTS 4.1
NOTE:  For NCES, there will be available architectural guidance documents, etc.  The specific documentation suite for NCES has not yet been defined; DISA is receptive to inputs from the AOG in this regard.  NCES documentation will be tied to the GIG version 2.0 CRD (Capstone Requirements Document) due out early 2003.


i.
Request for Windows XP Support
· A program has requested COE support for Windows XP
· Because of resource constraints, only Solaris 8 and Windows 2000 will be supported for COE 4.7
· Adding/switching to XP will be assessed after COE 4.7 is completed (March 2003)  (Compatibility between Win2K and XP (or lack thereof) will determine the level of effort required to support XP in the COE; no decision will be made prior to 2nd quarter CY2003.  Mr. Wayne Duke inquired about support for Solaris 9; Ms. Mintz responded that the 4.2.0.9 kernel source code will be made available to KPC community/industry vendors; as of 1 Oct 02, DISA will no longer test/certify OSs for compliance; vendors will.  DISA will provide additional information regarding the transition of the KPC program to industry.) 

j.
Solaris 2.5.1 Support
· OS transitioning to “Phase II” support effective 22 Sep 02 (http://wwws.sun.com/software/solaris/fcc/releases.html )
· No patches will be issued for new bugs
· COE Engineering contracting with Sun for patch development
· Details TBD, but will focus on patches addressing critical security issues
· COE Engineering can distribute patches to Service/Agency representatives, but S/As must limit redistribution to users having valid Sun support agreements
· “Any Government system that installs the patch MUST BE UNDER a Sun Spectrum Support Agreement (e.g. Silver, Gold, Platinum or software only for Solaris).”
· Includes developers supporting Government projects
NOTE:  This topic generated much discussion.  The concern was that if DISA would be paying Sun for development of Solaris 2.5.1 patches and the users were bound not to apply those same patches unless they had a H/W or S/W maintenance contract with Sun Microsystems, in effect, the government would be paying twice for the same product.  A request was made that the Sun representative provide exact wording of the Sun policy for distribution to the AOG members.  ( Army’s Common Hardware Program should check with General Dynamics to gauge prospective impact on Army.

k.
Action Item AOG0207-01 ‑ “COE Chief Engineer address the segment numbering scheme for ICSF, Kernel, etc., and provide a briefing at the September 2002 AOG”
· Generally:
· First digit matches the COE version (3.x, 4.x)
· Second digit
· For kernel and ICSF, represents API stability
· For other COE components, indicates major feature enhancements
· Third digit indicates enhancements or major bug fixes
· Fourth digit indicates minor bug fixes
· If segment’s first or second digit changes, need to do thorough regression testing. If third digit changes, need to do minimal regression testing. If fourth digit changes, there should be no impact.
· 4.5.x.x is the COE 4.x ICSF baseline
· Current plan:
· ICSF release for 4.7 is 4.5.2.0
· Next ICSF patch would be 4.5.2.0P1
· 4.2.x.x is the COE 4.x kernel baseline
· Kernel release for 4.7 is 4.2.0.9
· Kernel patch release is 4.2.0.0P9, can be applied to 4.2.0.0P5+ systems (built on 4.2.0.5 or 4.2.0.0P5+)
· Next kernel patch will be 4.2.0.0P10, to be applied on top of either 4.2.0.9 or 4.2.0.0P9
NOTE:  Patches are used for fixes that have no issues relative to the touching of other files (such as community files).  Roll-ups are used for fixes that require a de-install of the old segment prior to installation of the new segment. 


l.
ICSF v4.5.1.0 Content
· Integrated Space C2 (ISC2) Funded Items
· IFL Exercise Clock to support ISC2 Replay
· TMS Server Failover
· Requires RAID-based disk replication
· TRS and TRETABULAR interface reengineering (GCCS-M/GCCS)
· Refactor to work with one decoder
· Decode SEI and NRT-OB data
· SPAWAR/COP TWG Correlation Initiatives (GCCS-M)
· Correlation with contributing SEI data
· Improved Redundancy/De-duping implementation
· C2PC equivalence items (COE/GCCS)
· TMS Server Requirements
· Client Switchover
· Remote Administration
· Disconnected Client Operations
· Additional 5.5.7 Client Features
· Additional time/direction (magnetic bearing) references

m.
ICSF v4.5.1.1 Alpha Content
· Early release of 4.5.1.1
· Integration of all 15 October ICSF 4.5.0.0P4 enhancements and fixes
· Supports GCCS and GCCS-M Integration & Test (I&T) activities

n.
ICSF v4.5.1.1 Content
· C2PC server equivalence items (COE/GCCS)
· Bandwidth Management Enhancements
· Filtered Track Distribution & Sync. with Clients (5.9)
· Drag and Drop Quick Report (5.8)
· Quick points (5.5.7)
· SPAWAR/COP TWG Correlation Initiatives (GCCS-M/GCCS)
· Enhanced SENSOREP decoding
· AA Correlator Integration with 4.x MIDB
· Including FFIT of P14 AA fixes
· CST/ELINT Correlation Upgrades
· C2PC client equivalence items (5.9) (GCCS)
· MGRS Positional Data
· Global Setting Enhancement for Direction North
· Map Find and Save
· Enhanced Plot Options
· Time Late Position Display
· Integration of Army Alerts service (ALL)
· Complete Integration of 4.x CST (ALL)
· JMV Enhancements (as resources are available)

o.
ICSF v4.5.2.0 Content
· Identified 4.5.1.1 integration and test fixes
· C2PC equivalence items (GCCS)
· JMS Draw Module Map Product Enhancements
· Weather Image Display NITF; Georeferenced TIFF; BSB (5.5.7)*
· Bandwidth Management Enhancements
· UDP Packet Packing/Unpacking (5.9)
*NOAA Shoreline product is supported in C2PC 5.5.7 but is not on the NIMA JMTK 4.7.0.0 build list
3.
Mr. Jesse Pirocchi (Mitre support to COE PM) briefed the status of FIOP (Family of Interoperable Operational Pictures) Task 1; highlights follow:


a.
FIOP Management Structure

b.
FIOP IPT 1.1
· WEB ENABLED EXECUTION MANAGEMENT CAPABILITY (WEEMC)
· Enhanced Battlespace Awareness
· Vertical and Horizontal Coordination
· Continuous Assessment
· INCREMENT 1
· “ADOCS+”
· ADOCS Modified Mission Managers and Interfaces
· Stand alone fielding to PSAB (Price Sultan Air Base) and Al Udeid (Qatar)
· INCREMENT 2
· ADOCS-”LIKE” capabilities
· Employ COE services (Target Level 7 compliance) + AODB Access
· Systems of Record Integration

c.
FIOP IPT 1.1 – Increment 2 (Air Force Lead)
· ADOCS ”LIKE” Capability
· COE 4.6-based (more likely to be 4.7…)
· CAOC-X + DISA + LMMS Development Environment
· On-Going Efforts
· XMAN
· Managed by DISA/CITI (FGM, Polexis, ISS, NG)
· Demonstration (4 Sept) for the FIOP Multi-Service Management Team (Army POC is Mr. Bob Carnevale)
· AODB Web Enabling (XML) LOE
· Managed by ESC/ACF (TBMCS)
· Delivery by Oct 02 (TBMCS Spiral 1.1.1)
· FrOB Web Enabling (XML) LOE
· Managed by ESC/ACF (TBMCS)
· Delivery by Mar 03 (TBMCS Spiral 1.1.2)

d.
FIOP IPT 1.2 (Marine Corps Lead)
· C2PC becomes part of the COE baseline and is distributed by the COE office as a Mission Application (COE tactical workstation)
· MOA naming USMC as Exec. Agent for DISA on Tactical COE Workstation

· MOA Being Staffed

· Programs are not required to use the software

· APIs are not under COE configuration management.

· Proposed FY03 activities in priority order: (funding for the tasks is still being worked)
· JCDB Injector 

· Mil-Std-2525B Tactical Graphics 

· XIS Compatibility

· Red Force Distribution

· K05.19 Entity Data Message

· Documentation

· JSymplot Compatibility Layer

· Unit Aggregation (Visualization)

· CST Gateway Plug-In

· Geobject Interface 

e. FIOP IPT 1.3 (Army Lead) - Implement COE Processing of Variable Message Format (VMF) Messages to Improve Interoperability between Services
· Proposed FY03 tasks:

· Auto-post s/w segment to allow the TMS to accept VMF position location (k5.01) and the overlay message (k5.17) and automatically post data to TDBM Db or other persistent storage.

· Auto-fill s/w segment to allow TMS to extract data from TDBM Db or other persistent storage and automatically fill the VMF position location and overlay messages.

· Modifications to JCDB APIs to support passing of URNs to TMS via GCCS-A.

· Operator tool to allow for dynamic update of the Command and Control Registry (C2R).

· Software architecture/APIs to support the automated update of JCDB and C2R from the JSID (Joint System Initialization Database).

· JCDB based COE Db segment to store unit/platform locations in the Track Management System, JCDB APIs.

· Modification of GCCS-A to support the sending and receiving of URNs associated with tracks.

· Continuation of FY02 JSID task, added functionality, data population.


f.
Summary
· Development of FIOP Task 1 solutions is underway

· Task 1 solutions will be mission applications that run on the GCCS Family of Systems or enhancements to COE 4.x

· Solutions will become available to programs in FY04 - need to be planning now for them

4.
Mr. Wayne Duke (representing Navy) presented an update of the Joint Integration & Test (JIT) activity; briefing highlights follow:


a.
Joint Integration & Test (JIT)
· JIT efforts at SSC SD (SSC-SD, SPAWAR Systems Center – San Diego) include:

· GCCS integration and test of “COP” components

· GCCSM integration and test 

· DISA COE and COE-M test teams supporting testing of 4.5.0.3 and 4.5.1.X ICSF baselines

· DISA COE lab is splitting time between both ICSF baselines

· COEM lab and GCCS-M are strictly using the ICSF 4.5.0.3 maintenance baseline

· GCCS started on 4.5.0.3 baseline and has shifted to the ICSF 4.5.1.0 enhancement baseline

· Due to split ICSF baselines and GCCS-M lab issues, integration and test efforts have not been as efficient as had been anticipated


b.
Baseline Test Status
· 4.5.0.3 ICSF Maintenance Baseline

· Testing of 4.5.0.3 P4A and P4B completed

· Significant number of STRs addressed as well as approx. 50 OAG (Operational Advisory Group) items

· Still are finding occasional pri-1 and 4-5 pri-2’s per week

·  Awaiting P4Final, which closes out the ICSF 4.5.0.3 baseline 

· 4.5.1.0 Enhancement Baseline 

· Delivered 15 Aug and using initial KP8 beta

· Includes all STR fixes from P4A/B

· Completed revalidation of all STRs and new functionality

· Have seen no degradation in stability, though, as with the maintenance build, have identified new pri-1/2 STRs

· Asked for a 4.5.1.1 Eng Drop/patch on 12 Aug to address the significant issue

· Completed Stress Test 9/5/02 with initial indications positive


c.
GCCS/GCCS-M Status
· GCCS
· Completed lab configuration and software loads

· Shifted the 4.5.1.0 on delivery

· Completed Admin OpThread and test report produced

· Currently conducting Comms OpThread

· GCCS-M 

· Loss of approximately 2-3 weeks due to flooding and having to relocated to other labs (other labs lost 3-4 days due to power & comms issues)

· Integration and test of initial application progressing well

· Plan to remain on maintenance baseline (P4B) until current DT effort completed, then will shift to 4.5.1.X enhancement baseline


d.
Priority 1 & 2 GSPR results
· ICSF (not including all P4B or 4.5.1.0 test results)

· Still seeing 5 pri-1’s and 6 pri-2’s open

· CST (fixes for 12 of the items are currently in test)

· Still seeing 11 pri-1’s and 41 pri-2’s open

· COE Infrastructure (additional segments added to test have put a spike in the curve)

· Still seeing 13 pri-1’s and 35 pri-2’s open


e.
Looking Ahead
· With completion of testing of 4.5.0.3P4, 4.5.1.0, & 4.5.1.1 Engineering Drop, expect to see significant closure of pri-1/2 ICSF STRs

· With Navy/GCCS-M agreement to move to enhancement baseline (4.5.1.x), COE-M lab will also shift and we expect to be better able to effectively use our combined resources 

5.
Ms. Sue Riley (NIMA PM for C/JMTK) briefed updated status of Commercial Joint Mapping Toolkit (C/JMTK); highlights follow:


a.
Contract Awarded – 25 June 2002:
· Prime

· TASC – Chantilly, Virginia

· Subcontractors:

· ESRI

· ERDAS, Inc.

· Analytical Graphics, Inc. (AGI)

· Great Circle Technology, Inc. (GCT)

· Contract Value - $73M


b.
Key Contract Features:
· Engineering Phase I:  3 years 

· COE Compliance

· Tailoring to meet DoD-specific requirements

· Development of Translation Layer

· Prototyping

· confirm functional capability

· testing and certification

· reduce migration complexity

· Years 2 and 3 – Migration Support

· Phase II Awarded after Certification

Note:  Phases I and II can, and likely will, overlap.

· Life Cycle Support – Phase II - 10 Years

· Toolkit Option - Replace the current JMTK

· Unlimited toolkit use on  DII COE platforms in imbedded C2I Mission Applications (including DoDIIS & GCSS)

· Additional cost only for facilities, environmental, range management & other non-C2I programs 

· Life Cycle Support

· Maintenance, training, distribution, technical support, upgrades, etc. “ADOCS+”
· Extended User Community Option 

· Application Licenses (both within and outside of COE) 

· Basic Purchase Agreement

· Life Cycle Support

· Foreign Military Sales (FMS) Option

· Covers both Toolkit and Applications

· Products

· Core toolkit from ESRI

· ArcView/ArcObjects framework
· Functionality from Spatial Analyst, 3D Analyst, Military Overlay Editor (MOLE) 

· Extended by ArcSDE database engine, ArcIMS Internet Server
· Included in COE Delivery – no cost to users

· Supplemental products from ERDAS and AGI

· User-funded


c.
Functional Capabilities: 

· Full Commercial replacement for JMTK

· 95% of minimum requirements met with existing capabilities (relative to the JMTK 4.2 baseline)
· 200% capability increase over JMTK V4.2

· 3 Dimensional visualization

· Improved Performance


d.
Supplemental Products – Extended User Community
ESRI Products

	ArcInfo**
	ArcEditor
	ArcView

	ArcGIS 3D Analyst
	ArcGIS Spatial Analyst
	

	ArcGISGeostatistical Analyst
	ArcSDE
	

	ArcIMS
	MOLE
	ArcPad

	MOJE
	
	


ERDAS Products

	IMAGINE JMTK Bundle Upgrade to IMAGINE Professional

	Imagizer Toolkit 
	Radar Mapping Suite

	Orthobase (Windows)
	Stereo Analyst (Windows)


AGI Products

	STK/Professional
	STK/Connect

	STK/Visualization Option Standard and Advanced

	STK/Pro/AVO Bundle
	HREI-GeoSphere

	HREI-Basic FOTE
	HREI- Adv FOTE

	HREI- Planet Earth
	



e.
Near Term Actions:
· User / Developer Conference (Seven VTC sites participating)

· US Army TEC to host on 10 September 2002

· Planning for 300+ attendees (Mr. Tod Lloyd, Army rep to the MCG&I TWG, can provide meeting highlights to interested parties; William.Lloyd@c3smail.monmouth.army.mil )
· Distribute prototype licenses

· 60 available in baseline contract

· Plan in work to provide additional licenses, if required

· Collaborative Prototyping

· Goal:  Begin integration of C/JMTK into select systems prior to formal distribution in COE

· Representatives from COE Community and one or more from Extended User Community

· Benefits:

· Establish approach for those who follow

· Implementation standards & guidelines
· Evaluate & certify functional and performance capabilities
· Assist current JMTK users in migration
· DISA (GCCS/ICSF), Army, NSA & ???

· Community definition update

· AOG Action Item assigned to update COE Systems List (Action Item completed – NIMA has the data it requires)

· Request Action Item be assigned to Service and Agency Reps to provide below information NLT 31 Aug to NIMA 

· System Name

· POC (Name, Organization, Telephone, Email address)

· Estimated number of seats

· Schedule for migration to C/JMTK (estimated date if unknown)

· Begin integration
· Fielding
· NIMA will consolidate and add to contract (24 Sep 2002)

· Distribution of C/JMTK must be limited by Services to listed systems unless prior written notice provided
Note:  Mr. Seldon Morgan (Mitre support to ASAS) inquired whether or not folks already using the ESRI products under separately-procured licenses would be able to move to the COE-licensed product.  The clarification provided by NIMA with respect to the prototype/enterprise license indicated that the prototype license cannot be use to cover a fielded system.  There is no such restriction, however, for the enterprise license.  Unfortunately, the enterprise license does not become effective until Phase II of this effort.  NIMA took an action to investigate special licensing issues.


f.
Baseline COE Community as defined in C/JMTK Contract Award
· Current list of Army COE systems in NIMA’s contract:  AALPS; ACGS; AFATDS; AMBISS; AMDWS; AMDPCS; AMPS; NGSC-52; ASAS; ASD; ATCS; ATLAS; BCTP; BMC3; BSM; INC CSA; CNCMS; CNPS; CR/HMS; CSCE; CSSCS; CTIS; C4IJM; DCARS; DTSS; FATDS; FAAD C2I; FIRESTORM; GCCS-A; CGSS-A; IBDAS; IMETS; ISYSCON; LW; MCCCC; MCS; MFCS; PEGEM; RCAS; SAS; TAIS; TCAIMS; THAADBMC3I; TPSOPS; TSIU; UAV; and WARSIM.

g.
Near Term Goals:
· Translation Layer Strategy

· Successful delivery of T-Layer is a requirement for certification

· (based on JMTK V4.2 APIs)

· Merit & commitment to use is uncertain

· Cannot take advantage of capabilities beyond JMTK 4.2 API set.

· Probable performance hit

· Resources better spent

· COE Engineering’s intent is to integrate ICSF with C/JMTK (COTS APIs without use of a translation layer) as soon as possible.

· Other program intentions uncertain

· Translation Layer Strategy - Recommendations

· 1)  Defer development of T-Layer pending evaluation

· Results of prototype migrations

· Programs have opportunity to assess pro & cons of Translation Layer use

· Declared commitment and firm schedule for use

· 2)  Allow COE certification w/o T-Layer ( Per Ms. Mintz, the COE Chief Engineer, the CRCB is eager to proceed to Phase II as the C/JMTK Enterprise License does not go into effect until the product has achieved COE certification.
· 3)  Re-instate requirement for T-Layer as necessary

Note:  COE Engineering wanted to issue an action item to ask systems whether or not they would use the translation layer.  Rob Peabody, ICSF Chief Engineer, and Terry Kanka (Mitre support to COE Engineering) countered that until the prototype efforts were well underway it would not be possible to make such a determination.  For example, there was currently not functional equivalency mapping between the JMTK APIs and the COTS APIs.  Furthermore, the issue of no Java bindings into C/JMTK would pose a problem.  Both Army and Navy stated their intent to use the translation layer, but needed to see the outcome of the prototyping efforts before making a final determination.

h.
Additional Information

· Program Manager

· Sue Riley

· (703) 755-5375   rileys@nima.mil
· Website Information

· www.jmtk.org (links to C/JMTK site)

· (703) 755-5375   www.cjmtk.com 


i.
C/JMTK Prototyping Activities

· The SOW and Proposal describe prototyping activities:
· Functional Certification
· Compliance Certification
· Translation Layer Testing
· Demonstrations of Functional Capabilities
· Reference Implementations
· Assistance in Developing Migration Strategies
· The purpose of this briefing is to discuss prototyping partnerships between NIMA and mission application developers

j.
Two Levels (i.e., 2 types of licenses) for C/JMTK Prototyping Activities

· Evaluation Assessment ( No LOE (level of effort) support provided
· Education & familiarization with C/JMTK

· Support required:  Licenses, training & help desk

· Prototyping Partnerships
· Goals:

· Develop reference Implementations

· Begin integration of C/JMTK into select systems

· Who:  Representatives from COE & EUC

· Benefits:  

· Establish approach for those who follow
· Implementation standards & guidelines
· Evaluate & certify functional and performance capabilities
· Assist current JMTK users in migration

k.
Prototyping ‑ Current Available Resources
· Technical Support
· 6 blocks of LOE support
· 4 staff months each – ½ time on-site
· Prototyping partner determines allocation
· Single or multiple program support
· Full-time (4 months) -  1/3 time over 12 months
· Prototyping Licenses  (NT configuration)
· 60 ArcEditor w/Spatial Analyst, 3D Analyst and Military Analyst
· 60 ArcSDE
· 10 ArcIMS and Map Objects Java
· Training & Help Desk
· None in 1st year

l.
Prototyping – Allocation of Resources
· Technical Support
· 1 LOE each to Services, DISA, NIMA & EUC

· Prototype Licenses
· ArcEditor & ArcSDE

· Includes Spatial, 3D & Military Analyst

· Army – 11, 

Navy – 11, 
Air Force – 11

· USMC – 11, 
USCG – 2,
 DISA – 2
NIMA – 2

· EUC – 10

· ArcIMS & MapObjects JAVA  (10 Available)

· Distribution TBD – Specifics have not yet been worked out

· Additional support for 1st year is TBD
· Licenses, Training & Help Desk Support


m.
Why Prototyping Partnerships

· The success of C/JMTK depends on mission application developers being able to incorporate it into mission applications.
· C/JMTK prototyping activities should include explicit prototyping partnerships established between NIMA and key mission application program offices, such that
· reference implementations match real challenges, and
· migration strategies address real issues in depth.
· Reference implementations by TASC should mostly be code samples to assist mission application developer partners.

n.
Partner Obligations

· Acknowledge that licensed software is not finished C/JMTK
· Identify prototyping team consisting of experienced mission application developers

· Prototyping team participation in training (TBD)?

· Adhere to agreed upon prototype objectives and schedule

· Work openly with TASC C/JMTK engineers
· Share prototype code with other programs
· Provide monthly progress updates at MCG&I TWG meetings
· Demo prototypes to MCG&I TWG periodically and at completion

o.
COE Prototyping Partners

· Criteria for becoming a prototyping partner:
· Recommended by Service or Agency via AOG

· Plus one system from EUC

· Prominent program, e.g., GCCS, intent on using C/JMTK

· Representative mission application, i.e., uses JMTK

· Seek partners having diverse interests in C/JMTK

· Deliberate, i.e., has plan with objectives and schedule

· Selection of COE Prototyping Partners will be determined by the Services

· NIMA will select from EUC


p.
Management Responsibility

· If Partnership agreement is between NIMA and Mission Application Program Office
· NIMA and MA Program Office will jointly manage resources and reporting responsibilities
· If Service determines allocation of Technical Support
· Service POC will be required to manage allocation of TASC Technical Support
· Service POC and participating Program Offices will jointly manage resources and reporting responsibilities
6.
Mr. Rob Walker (COE/NCES PM) briefed the Market Driven Data Strategy: 

a.
Agenda
· Net-Centric Transformation
· ASD C3I Guidance
· NCES Vision
· COI Specific capabilities are available to “edge” users

· Core Enterprise Services are available to the “edge” users

· Both connected via the Global Information Grid, GIG

· Electronic Markets
· DoD Market Infrastructure (NCES)
· Market Services
· Run Time
· Build Time
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Note:  The bottom line of Mr. Walker’s NCES soundbyte was that the COE is being transformed into the “Network Centric Enterprise Services” (NCES) Program.  The goal of this transformation is to accelerate the move of the COE and DoD to a network‑centric architecture whilst concurrently keeping the good concepts of COE, addressing the flaws of current platform-based solutions, and also keeping pace with commercial technology.  The bottom line is that COE 4.x will be supported for systems planning to field on it and it will also comprise the foundational element of NCES Version 1.x.

b.
ASD C3I Guidance ‑ Data for Net-Centric Warfare:

· Publish Data as early and as widely as possible

· Empower Users to pull whatever they want

· Clearly identify Data maintenance authorities

· Decompose Data Management 

· Communities of Interest (COIs) (Frequent information trading partners (Variable in scope, focus, composition and longevity))

· Build-Time and Run-Time

· Exploit Market Forces

· Visibility (Allows data producers and consumers to find each other)

· Supply and Demand (“Incentivizes” timely, high quality production) 

· Market Metrics (Allows adjustments for investment to follow value) ( How to produce these?


c.
Electronic Marketplaces – Information Market Services (Virtual “place” where data Producers and Consumers find each other and ‘trade” information commodities):

· Core Services:

· Publish/Subscribe

· Transformation

· Discovery

· Query

· Edge User Support

· Advertising services/needs

· Easy access to pull information

· Collaborative business processes


d.
Two Kinds of Markets Emerging

· Run-Time Data Markets 

· Communities of on-line info “trading partners”

· Commodities:  Information Packages

· Build-Time Data Markets

· Communities of system builders 

· Commodities:  Software

Note:  Per Rob Walker, DISA will rapidly evolve the COE I&RTS to address NCES architectural compliance.
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e.
DoD Data Emporium (formerly the COE XML registry):

· Purpose is visibility and reuse, not standardization through mandate.                                       URL:  http://diides.ncr.disa.mil/shade 

· “One Stop” Publish & Subscribe

· Data/metadata Registration

· Data Component Vending

· COI Creation & Management

· Current Version vending 

· XML

· Reference Sets

· Transformations

· Data Tools

· DB Segments

· Next Version

· Robust Subscription Service

· Better Metrics and Search

· More Products (e.g., ontologies)
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f.
Net-Centric Paradigm:

· Context: Global Information Grid (GIG)

· Massively Networked Environment (Ubiquitous)

· >1/2 Million light-weight clients (at least!) 

· Users are BOTH producers & consumers of data

· Numerous complex interconnections 

· Thousands of frequently changing data resources 

· Dynamic network capabilities asynchronously deployed

· Governance Style

· Tight control via “command” and mandates versus a looser market approach control.  DISA recommends Market approach with some controls.

· Flexible and responsive management is crucial.


g.
NCES Requirements & Assumptions:

· Requirements:

· Enable Edge User-Producers to “Post” available data

· Enable Edge User-Consumers to pull available data

· Provide for value added services for “Brokering”

· Assumptions:

· Edge Users have at least Lightweight Clients

· Robust Network Communications including IP
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h.
Build Time Marketplace Rules:

· Data/Metadata Component Registration

· Consult (1st) DoD Emporium and (2nd) Commercial Registries before creating new data/metadata components 

· Re-use existing data/metadata components where practical

· Indicate planned use of components by formally subscribing to them

· Register in DoD Emporium

· Additional components (newly created or borrowed from commercial) 

· Recommended modifications to components already registered 

· Communities of Interest (COIs) Formation

· Created “as required” when someone will agree to manage 

· Requirements for new COIs staffed with:

· Existing COI Managers

· Senior Service/Agency engineers

· Flag Level Review Board

8.
Mr. Rob Walker presented updated AOG Action Item status; briefing highlights follow:


a.
AOG-0106-04 - NIMA and DISA will coordinate with Services and Agencies via MCG&I TWG and pertinent PMs to:  1) identify which draft JMV APIs to accept and retain in the COE for 4.x life-cycle support, and 2) determine which programs are interested in the C/JMTK Translation Layer and what APIs it should include. (assigned to NIMA, DISA)
· C/JMTK award briefed at July 2002 AOG
· NIMA on agenda for September 2002 AOG
· Remains Open

b.
AOG-0201-01 – Develop and document a mechanism for managing, distributing, and notifying users of changes to the CITI (COE test entity) compliance algorithms. (assigned to Toolkit TWG)  
· Action assigned to CITI Compliance Subgroup
· All who want to participate in the sub-group should contact Mike Chesser, 703.882.1430 (DSN 381), chesserm@ncr.disa.mil
· Proposed date is October 2002 – A copy of the analytics will be posted on the COE Production Engineering web page in early- to mid-October
· Remains Open

c.
AOG-0207-01 – COE Chief Engineer to address the segment numbering scheme for ICSF, Kernel, etc., and provide a briefing at the September 2002 AOG.  (COE Chief Engineer)
· Recommend closure per today’s Production Engineering Briefing


d.
AOG-0207-02 – Mr. Fritz Schulz to provide AOG-ES a copy of the updated COE compliance criteria when available (Mr. Fritz Schulz)

· AOG members should provide feedback to DISA via the Kernel TWG mechanisms.
· Updated criteria posted 27 Aug 2002 at:  http://diicoe.disa.mil/coe/kpc/KernelPlatformProgram.html
· Recommend closure.


e.
AOG-0207-03 – AOG members to provide NIMA with an updated list of COE Systems by 31 Aug 2002.  See para. 5.f. above for the list of Army COE systems.

· Closed

f.
AOG-0207-04 – AOG members identify those interested in prototyping/early migration to the C/JMTK.  Provide NIMA with system name and contact information by 31 July 2002 (AOG Members)

· Closed
NOTE:  Mr. Al Miller reminded DISA that the prototype licenses may need to be re-allocated based upon the unavailability of Java bindings.  Ms. Mintz replied that DISA’s goal is to attain a representative sampling of programs during the prototyping phase.


g.
AOG-0207-05– COE Chief Engineer establish a LINUX COE NewsGroup (COE Chief Engineer) 

· Closed; the official name of this NewsGroup, established 19 Jul 02, is “COE Linux-Based Platform” (http://diicoe.disa.mil/coe/newsgroups/ )
9.
Mr. Matt O’Brien (SAIC support to COE Engineering) briefed security issues; briefing highlights follow:

a. A number of security vulnerabilities have been identified in the COE kernel, such that the recommendation is to migrate to P8.

b. Information will be made available on the SIPRNET.  Classified systems are building to versions prior to P8 and thus the issues cannot be disclosed in an open forum.
c. Contact Bob Miller (ROBERT.B.MILLER@cpmx.saic.com ), the Army Kernel SME, if you need further information.
10.
Mr. Al Miller (Army AOG representative) provided Army status as follows:

a. Army Common Services have done some of the things that NCES & FOS are trying to accomplish, and it might be valuable to look at Army design/implementation.

b. He asked that DISA and NIMA provide clarification as to how C/JMTK, the injection of web technology into the COE/NCES, and Web-COP interrelate.
c. He participated in the FIOP C2PC meeting hosted by Marine Corps; one can be MIL-STD-2525B compliant and still not be able to achieve interoperability for multipoint symbology; he recommended that the FIOP folks look at the Army implementation.
d. Army will provide a copy of their Common Services ORD to Mr. Walker; perhaps it can be of help to him in development of the NCES ORD.  Air Force also requested a copy.
11.
Ms. Sue Riley (NIMA AOG representative) encouraged folks to attend the first meeting of the C/JMTK User’s Group.  Please contact Mr. Tod Lloyd (Army lead for JMTK and C./JMTK) for more information.

12.
Mr. Rob Walker closed the meeting with the announcement that the next AOG is scheduled for 4 October at DISA Skyline 7, 5275 Leesburg Pike, Falls Church VA, Room 1N47.  He also stated that “the [NCES] cheese continues to move” and that he will share information and documentation with the COE community just as soon as it becomes available.
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	Kernel 4200 Patch 8 as of 27 August 2002

	D21253
	Army
	1
	Sol
	4.2P5 Kernel Corrupted *
	Determined to be a CM error only on CD media; closed

	D20951
	GCCS-M
	1
	Win
	Kernel maps Z: drive to reserved name in SAMBA
	Beta 1

	D21004
	GCCS-M
	1
	Win
	Sharing Global Home Dir prevents access to COE Profile
	Beta 1

	D21005
	GCCS-M
	1
	All
	COE Users in NIS+ cannot launch applications
	Beta 1

	D21074
	JPL
	2
	Win
	Perl Runtime Tools don't work on non-system drive
	Beta 1

	D80471
	SPAWAR
	2
	All
	Unable to setup 2 monitor system
	P8 Docs

	D11197
	GCCS
	2
	Sol
	Disk manager deficiency
	Beta 1

	D20175
	JPL
	2
	Sol
	There is a dot (.) in the user's path
	Beta 1

	D21101
	JPL
	2
	Sol
	NIS+ password in libAPM.log
	Beta 1

	D10293
	SPAWAR
	3
	All
	COE_deadman_enable query option requested
	Beta 1

	D20097
	GCCS
	3
	Sol
	Change Machine ID is limited to 8 chars
	Beta 1

	D20927
	JPL
	3
	Win
	Cannot specify drive letter with COESegInstall
	Beta 1

	D21078
	JPL
	3
	Sol
	PSM_enable (3-strikes) email config option
	Beta 1

	D21079
	JPL
	3
	All
	Space after :bg: gives install Segmentation Fault
	Beta 1

	D20955
	GCCS-M
	3
	Sol
	Kernel fails to identify "krbtgt" as reserved user
	Beta 1

	D21100
	JPL
	3
	Sol
	comm.deinstall replaces soft-links with files
	Beta 1

	D11184
	Navy
	4
	Win
	Windows login name inconsistency
	Beta 1

	D20444
	GCCS-M
	4
	Sol
	Disk Manager options field needed for mounting
	Beta 1

	D20486
	CEO
	4
	Sol
	COE Installer sets umask to 022
	Beta 1

	D00551
	Raytheon
	4
	Sol
	Installer log file deleted upon reboot on Solaris
	Beta 1

	D20925
	JPL
	4
	Sol
	Disk Manager does not replace entries in dfstab
	Beta 1

	D20926
	JPL
	4
	Win
	Reserved Space Allocation on Windows
	Beta 1

	D20928
	JPL
	4
	Sol
	[Bind] cannot be followed by comment
	Beta 1

	D21076
	JPL
	4
	Win
	APM Client Help’s default path to browser is wrong
	Beta 1

	D21077
	JPL
	4
	Sol
	Data type segments don’t remove data/SegDir
	Beta 1

	D21070
	JPL
	4
	All
	Can't remove users old default group in APM Client
	Beta 1

	D20185
	JPL
	4
	Sol
	Disk Manager doesn’t show mounted CD-ROM
	Beta 1

	D20186
	JPL
	4
	All
	APM Support for Custom Foldering
	Beta 1

	ToolKit 4.2.0.8

	D20882
	ICSF
	3
	All
	COE shared libraries missing or not linked
	Beta 1,2

	D20883
	ICSF
	3
	All
	PGRM does not list all libraries for COE APIs
	Beta 1

	D20920
	CEO
	3
	All
	VerifySeg generates Warning if COE Child has Icons
	Beta 1

	D21071
	JPL
	3
	All
	VerifySeg -x output needs updating
	Beta 1

	D21079
	JPL
	3
	All
	Space after :bg: gives install Segmentation Fault
	Beta 1

	D90055
	SAIC
	4
	Win
	VerifySeg Issue with PostInstall
	Beta 1

	D20929
	JPL
	4
	Win
	MakeInstall –o not supported on Win but is in –h
	Beta 1

	D20930
	JPL
	4
	All
	DII DEV tools fail when last newline is missing
	Beta 1

	D10941
	CEO
	4
	Win
	Use of backslash in Requires descriptor
	Beta 1

	D21080
	JPL
	5
	All
	MakeAttribs -h should be updated to match D10552
	Beta 1
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	Kernel 4200 Patch 9 as of 27 August 2002

	
	CEO
	1
	All
	Remove gnu-pl code from the CDS
	4.2P9

	
	SSC-SD
	1
	All
	Custom Foldering
	4.2P9

	D20133
	GCCS-M
	2
	All
	No mechanism to resync CDS with native OS
	4.2P9

	D20139
	GCCS
	2
	All
	APM can get out of sync with the operating system
	4.2P9

	D20144
	
	2
	Sol
	Keyman acct not created when password not complex
	4.2P9

	D20884
	ICSF
	2
	Sol
	COE Kernel APIs Unusable
	

	D20953
	GCCS-M
	2
	Win
	apm_register_pdc -u does not function properly
	4.2P9

	D20956
	GCCS-M
	2
	Win
	Unable to register PDC/client w/o touching machine
	4.2P9

	D00273
	
	3
	All
	Remove Host GUI
	4.2P9

	D10919
	
	3
	Win
	Unable to promote AD server
	4.2P9

	D11155
	TBMCS
	3
	All
	APM must support W2K Active Dir native mode
	4.2P9

	D11156
	TBMCS
	3
	Win
	APM Domain has single POF if PDC fails
	4.2P9

	D20106
	GCCS-M
	3
	All
	Merge Host allows infinite master auth key retries
	4.2P9

	D20107
	
	3
	All
	SyncPasswdPolicy must be run manually
	4.2P9

	D20480
	GCCS-M
	3
	Sol
	Password History on Solaris
	4.2P9

	D20924
	GCCS
	3
	Sol 7
	Patches are installing to wrong directory
	4.2P9

	D20937
	GCCS-M
	3
	All
	Roaming accounts and profiles
	4.2P9

	D20952
	GCCS-M
	3
	All
	APM - Merge Host inadequately notifies of errors
	4.2P9

	D20954
	GCCS-M
	3
	Win
	MergeHost tool assumes incorrectly
	4.2P9

	
	JPL
	3
	All
	APM Key Server deficiencies
	4.2P9

	
	JPL
	3
	All
	Incorporate JBCI into the kernel
	4.2P9

	
	CEO
	3
	All
	Upgrade JRE 1.3 to version 1.4.1
	4.2P9

	
	CEO
	3
	All
	Upgrade Perl 5.4 to version 5.8
	4.2P9

	
	
	3
	Win
	Incorporate templates into Windows 2000 kernel
	4.2P9

	
	
	3
	Sol
	Incorporate templates into Solaris kernel
	4.2P9

	
	
	3
	Win
	Set default kernel installation directory to \h
	4.2P9

	D00153
	JPL/CEO
	4
	Sol
	Unauthenticated read access to APM server
	4.2P9

	D10002
	GCCS
	4
	All
	Ghost accounts after deletion
	4.2P9

	D11133
	
	4
	Win
	Merge Host changes case of Windows groups
	4.2P9

	D20668
	GCCS-M
	4
	Win
	Change password failure message gives no reason
	4.2P9

	D00530
	JPL/CEO
	5
	Sol
	APM Server does not audit bad authentication keys
	4.2P9

	
	JPL
	
	All
	Run Global Data Tool during kernel/patch install
	4.2P9

	
	
	
	All
	Replace encryption libraries with NSS 3.3
	4.2P9

	
	
	
	All
	Re-write Run-Time tools
	4.2P9

	
	JPL
	
	All
	Auto Merge does not support group aliasing
	4.2P9

	
	JPL
	
	All
	COE Installer does not support group aliasing
	4.2P9
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( Subtask f:Modify TMS to add tracking number to URN





( Subtask e:Enhance CMP processing speed





( Subtask a: Add MIL-STD-47001B/C header functionality to COE





( Subtask d:Modify C2R to address multiple baselines





( Subtask b:Address the URN/ORGID task by creating a database server
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( Subtask c: Manually update the JCDB to support dynamic C2 joint interoperability
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We mentioned that Market Forces are central to the new strategy, and we mean that quite literally.  We are viewing data management as a network-centric activity, and we assert that the various DOD closed networks or intranets and the internet itself constitute “elecvtronic marketplaces.”   And for management purposes, we are defining a  Build-time and a Run-time market.  Remember, the primary customers in the former are developers, builders of information systems, while the customers, the information traders and managers in the latter are warriors and warrior support users actually operating the capabilities that the builders built.   And this is another important point I want you to take away.  Built-time activity SHAPES the Run-Time market.   This slide shows you the build-time process in a nutshell.  And how our Data Emporium plays in it by vending data components.   Now when finished capabilities (systems) are tested and otherwise ready, hopefully embodying  some common data components, they have to go through a process that culminates in their actually connecting to the network and beginning operations.  That network, the GIG in our new vernacular, IS a big  Run-Time marketplace FILLED with data producers (publishers) and potential consumers (subscribers).  But what happens if all these information resources do is hook up?  All they need to do is plug in and we’re done, right?  We’ve got the GIG?    Wrong!
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Now let’s look at Run Time . . . this slide depicts the various ways we’ve architected for sharing data.   And, as you know, there are a selection of GOTS and COTS components that developers combine with their own code to support this data access architecture.

In COE-base systems we now have some mediation based on a COTS product . . . of course we have our industrial strength RDBMS engines, and we’re moving into XML as the common language for  data exchange. 

 We’re advocating XML for the web document publishing requirement and we’re also looking into the more database-oriented XML data interchange applications. 

 In 4.X we provide a “kit” called XDBI with components to bridge our COP track data management process and relational data stores that uses XML. 



Remember, DISA is not trying to build and operate the be-all and end-all portal.   We may design various portal configurations, and provide GOTS/COTS components for re-use, in an attempt to ensure data services commonality where it is important to interoperability, but lots of people are gonna build portals . . .

Enterprise Services fielded on the GIG will provide a range of data access techniques that allow users to exercise power over network information resources. In Figure 1, the cans at the bottom represent databases, files, data feeds, and other information resources available on the GIG at any point in time.  The Middle layer represents various value-added network services deployed on the GIG. These value-added services offer users the following choices:

	(1) Native database management system (DBMS) read and write access for end users who know their information resources and have applications on their workstations that publish the data. 

	(2) Access to fused data from multiple, heterogeneous information sources through "mediators."

	(3) Search engines to handle cases where users need to discover what data is available, where it is located and how to pull it.

	(4) Access to a data source through a Web Services interface using a directory of services (like UDDI) to locate and connect the user and the information service provider.  

 

Users may well know how to locate the web service(s) they want or they may need to engage a search engine to get started.  And once a resource is located, users have many ways to get to published data either directly in its native form or in conjunction with other data which adds value through some smart process (e.g., mediation). The search engine's runtime cataloging service provides the essential ability to discover the identity and location of information resources on the GIG both native, production resources and value-added resources. User screens would hide this complexity offering easily understandable and potentially tailorable choices.

 

GIG Enterprise services will exceed the capability of current WWW search engines like Google in that they provide access to structured data in addition to the normal web pages, documents, jpeg images etc.  Also, the catalogs would have a far better inventory of network resources than would ever be possible on the WWW. The catalogs and associated metadata registries (not depicted) add a "knowledge factor" to the underlying infrastructure by supplying machine intelligible context to raw data. 
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